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ABSTRACT  The second law of thermodynamics, for quan-
tum systems, is formulated, on the microscopic level. As for clas-
sical systems, such a formulation is only possible when specific
conditions are satisfied (continuous spectrum, nonvanishing of the
collision operator, etc.). The unitary dynamical group can then be
mapped into two contractive semigroups, reaching equilibrium
either for t - 4o or for t > —x. The second law appears as a
symmetry-breaking selection principle, limiting the observables
and density functions to the class that tends to thermodynamic
equilibrium in the future (for t — +o). The physical content of
the dynamical structure is now displayed in terms of the appro-
priate semigroup, which is realized through a nonunitary trans-
formation. The superposition principle of quantum mechanics has
to be reconsidered as irreversible processes transform pure states
into mixtures and unitary transformations are limited by the re-
quirement that entropy remains invariant. In the semigroup rep-
resentation, interacting fields lead to units that behave incoher-
ently at equilibrium. Inversely, nonequilibrium constraints intro-
duce correlations between these units.

1. Introduction

There is today a widespread interest in irreversible processes,
specially in the field of quantum systems (measurement theory,
unstable particles, etc.). In macroscopic physics, irreversibility
is introduced in connection with the second law of thermo-
dynamics (see ref. 1).

The first attempt in the direction of a microscopic theory of
irreversible processes was, of course, due to Boltzmann (2). As
well known, Boltzmann’s basic idea was to describe as sto-
chastic the dynamical processes which occur in a system. As the
consequence, time going on, the probability of the state tends
to its maximum. In this way, Boltzmann has definitively linked
irreversibility and probability (see refs. 3 and 4).

Recently, it was shown (refs. 5-7; S. Martinez and E. Tir-
apegui, personal communication) that, among the so-called
classical “dynamical systems” (such as K flows, Bernoulli
schemes, etc.), there exists a class of systems, characterized by
a high degree of instability, for which Boltzmann’s program can
be rigorously enforced. Indeed, in sufficiently unstable sys-
tems, the motion becomes so “stochastic” that we may intro-
duce a nonunitary equivalence between the dynamical unitary
group U(t) and a semigroup description X (¢) corresponding to
a Markov process. Such systems may be called “intrinsically
random.” For ¢ = 0, this implies the condition

AU =3 AL [1.1]
However, there remains a degeneracy. If Eq. 1.1 is meaning-
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ful, there exists (because of the time-reversal symmetry of the
motion) a second operator A’ that mediates the transition from
the dynamical group to a Markov process for t < 0. To raise this
degeneracy, a supplementary restriction has to be introduced
on the type of initial states that can be observed or prepared.
As the admissible states are not invariant in respect to velocity
inversion, this restriction expresses a kind of intrinsic polariza-
tion of dynamical systems, so that intrinsically random systems
become “intrinsically irreversible.” “Irreversibility” is thus a
stronger property than “randomness,” which itself implies
“instability.”

The second law appears therefore as a “selection principle”
propagated by the dynamics of the system. An infinite entropy
“barrier” separates the states that are permitted from the states
that are prohibited. This is in complete agreement with the
macroscopic meaning of the second law, which also limits our
action on the macroscopic variables of the system. Irreversibili-
ty arises only starting with a “minimum of complexity” of the
dynamical description: there must exist representations of the
unitary group, each of which, taken separately, breaks the time-
reversal symmetry [the so-called “fibers” in the K flows (5, 6)].

In the present paper, we turn to the microscopic theory of
irreversibility in quantum systems (see also refs. 3 and 4).

Let us first comment why a quantum theory of irreversible
processes seems to us of fundamental importance for the very
structure of quantum theory. In classical dynamics, if a tra-
jectory would be a meaningful concept for all dynamical sys-
tems, there would be no place for irreversibility. Similarly, in
quantum theory irreversibility implies limitations of the con-
cept of wave function. Quantum theory was built by using as
amodel the Hamilton-Jacobi theory. Today we understand bet-
ter the limitations inherent to this approach.

We therefore expect drastic changes in the structure of
quantum mechanics of systems involving irreversible processes
and specially in the transformation theory (8-10). In particular,
the role of the “normal,” diagonal form of the hamiltonian
reached after a unitary transformation has to be reconsidered.

We know from previous work that irreversible processes in
quantum mechanics are only possible in the limit of a contin-
uous spectrum (11). This means that we have to consider the
limit of an infinite number of degrees of freedom as studied in
field theory or in nonequilibrium statistical mechanics. This sit-
uation leads to mathematical questions that cannot be treated
at the same level of rigor as for classical systems with a few de-
grees of freedom.

We shall concentrate here on the basic physical questions
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involved. Proofs will be included elsewhere.

2. Dynamics of correlations

The appropriate formulation of dynamics, for the class of sys-
tems we are interested in, starts with the Liouville—-von Neu-
mann equation for the classical distribution function or the
quantum density matrix p (3, 4, 12-14):

. 0p
i P Lp, [2.1]
where L is the Liouville operator.

In this formalism, the description of the time evolution of
states or observables can be presented as a dynamics of cor-
relations. As a first step, it is useful to introduce a pair of com-
plementary orthogonal projection operators P and Q: P> = P,
Q =1 — P. We often use the notations: Pp = py, Qp = p..
When py corresponds to the momentum or energy distribution,
p. then describes spatial correlations. Therefore, py is also called
the “vacuum of correlations.” By using this decomposition of
unity, P + Q = 1, Eq. 2.1 is split into a set of coupled dif-
ferential equations:

id, pp = PLP py + PLQ p.. [2.2]
id; p. = QLP po + QLQ p.. (2.3]

Correlations p, can thus be created from the vacuum through
QLP, propagate through QLQ, and be destroyed through PLQ.
This description is only meaningful if we start with a repre-
sentation of the hamiltonian H (or the liouvillian), which con-
tains both a P and a Q part (the P part is usually the “unper-
turbed energy” and the Q part, the interaction energy). There
may be various choices of P and Q. (See Section 7.)

Egs. 2.2 and 2.3 may be solved in various ways, starting with
given conditions for py and p, at some instant. A convenient
procedure for discussing them involves the resolvent of L: (z —
L)™". Values of z in the upper-half plane (Im z > 0) are asso-
ciated with positive times, and values in the lower-half plane
(Im z < 0), with negative times.

As usually, we decompose the resolvant of L as a sum of par-
tial rgsolvents, corresponding to the decomposition of unity into
P and Q:

@-L7'=
P+€@)(z—PLP— V@) ' (P+ D)+ P (). [2.4]

In this way, we introduce basic operators of the kinetic de-
scription—namely, the propagation P(z) = (z — QLQ)™'Q, de-
struction @(z) = PLQ P(z), creation 6(z) = P(z)QLP, and col-
lision ¥(z) = PLQ P(z)QLP operators. This terminology stems
from the fact that, for specific systems, the “asymptotic (future)
collision operator”

Y(+i0) = lim WY(z) [2.5]

z — +i0

describes the effect of collision processes. An example is the
case of a dilute (classical) gas, where two-particle collisions
dominate. W(+i0), up to the first order in density, corresponds
to the collision operator of the Boltzmann equation. Further-
more, the decay of initial correlations—i.e., off-diagonal ele-
ments of the density matrix—depends on the properties of P(z),
while fresh correlations, created in the system because of in-
teractions, are characterized by 6(z).

In terms of these definitions, it is easy to derive the so-called
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“generalized master equation:”

i9, polt) =
t

mfmm+fdw®a—wnﬁq+@mm@,[zm
0

where the kernel ¥(¢), for instance, is given by the inverse La-
place transform of the collision operator ¥(z). The duality be-
tween collisions and correlations clearly appears in Eq. 2.6: the
rate of evolution of the vacuum component py(t) at some instant
t, positive, is influenced by its value at earlier times py(t') (in
a nonmarkovian way), but by the correlations p.(0) at the initial
time only. Such correlations can be termed precollisional cor-
relations, as they are present before any collision, represented
by the operator ¥, can take effect. Similarly, fresh correlations
can be born through %, from the vacuum of correlation at ear-
lier times, po(t'), but such postcollisional correlations do not,
in any way, influence the evolution of the uncorrelated part,
po(t). If, in the generalized master equation (Eq. 2.6), the mem-
ory of the initial correlations fades away, time going on, the
evolution will be asymptotically dominated by the effect of col-
lisions. Then, as we shall see in Section 3, the system may reach
thermodynamical equilibrium.

The distinction between pre- and postcollisional correlations
plays a decisive role in the analysis of the Loschmidt paradox
(3, 4). A simpler example corresponds to scattering. We have
then two effects: the collision process disperses the particles
(i.e., it makes the velocity distribution more symmetrical) and,
in addition, correlations are produced between the scattered
particles and the scatterer. The appearance of correlations can
be made explicit by performing a velocity inversion (i.e., plac-
ing, at some finite distance, a spherical mirror, with the target
as center). Briefly speaking, the role of scattering is the fol-
lowing: in the direct process, it makes the velocity distribution
more symmetrical and creates correlations; in the inverse pro-
cess, the velocity distribution becomes less symmetrical and
correlations disappear. Therefore, it is through the consider-
ation of correlations that a physical distinction can be intro-
duced between the direct process (the sequence collisions ----»
correlations) and the inverse process (the sequence correlations
--> collisions).

As indicated by the generalized master equation (Eq. 2.6),
the long time behavior is closely related to the preparation of
the initial state. It has to be understood that, for the systems
of interest, initial conditions cannot be arbitrarily chosen, ac-
cording to the will of the experimenter or the observer: the
initial conditions have to be themselves the outcome of some
previous dynamical evolution. It therefore becomes quite nat-
ural to formulate a selection principle on the initial states, as-
serting that only transient precollisional correlations can be
prepared or observed in nature.

3. Instability

The condition a constant of motion ¢ has to satisfy is
Lo =0. 3.1]

The dynamical system will admit a number of conserved
quantities, such as energy, total momentum, etc., which we
shall call “regular invariants.” In addition, as the result of the
continuity of the spectrum of L, there may be other invariants
we call “singular invariants” (15).

Using the projections P and Q, as well as the notations in-
troduced in Section 2, we obtain from Eq. 3.1:

(PLP + ¥(z)) ¢ + 2D(z)p. = O [3:2]
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and
& = 6(2)do + 2P(2)P.. (3.3]

For all nonreal z, any constant of the motion satisfies the above
relations, and conversely, any function satisfying these equa-
tions is invariant.

In the limit z — +iO (which corresponds to t — +), we
may classify the constants of the motion as follows: when the
condition

lim 2%(z) ¢. = 0 (3.4]

z— i0
is satisfied, Eq. 3.2 implies
(PLP + ¥(+i0)) ¢o = 0. [3.5]

The P component, ¢, of such an invariant ¢ is a “collisional
invariant.”
Furthermore, if the stronger condition
lim z2Pz) ¢, =0 [3.6]
z — +i0
holds, the Q component, @, of the invariant is a functional of
its P component—namely:

. = 6(+i0) o, 3.7]

and the invariant is called a regular invariant. We may indeed
verify that conserved quantities, such as functions of H only,
obey both conditions 3.4 and 3.6. In this context, if, for a given
invariant, one of the conditions (3.4 or 3.6) does not hold, we
call it a singular invariant.

The basic difference between regular and singular invariants
is that singular invariants necessarily involve persistent cor-
relations. On the contrary, regular invariants are maintained as
the result of the collisions. The nonvanishing of the asymptotic
collision operator W(+i0), as it appears in Eq. 3.5, is thus of
fundamental importance. When this is so, and

lim0 D (+ie) p. = finite, [3.8]

where p, is the correlated part at some initial instant, the dis-
tribution function will lead to a collisional invariant for t — +oo,
Indeed, the initial correlations are then forgotten, and the
asymptotic state is determined by the collision operator. Sim-
ilarly, the condition

limo D(—ie) p, = finite (3.9]
implies that the distribution function leads to a collisional in-
variant for t > —co,

Regular invariants belong to a subspace E of the Liouville
space, which corresponds to thermodynamic equilibrium. The
nonvanishing of W(+i0) expresses therefore an instability of
the dynamical evolution. The subspace E is then reached for ¢
— + if the initial distribution corresponds to precollisional
correlations, having only a temporary character. However, if
the possibility of persistent correlations is taken into account,
the conditions 3.8 and 3.9 are not necessarily satisfied. If we
would limit our systems to distributions that tend to regular
invariants for t — *%, we could not distinguish the two di-
rections of time. There are however distributions that tend to
a regular invariant for ¢ — +o and to a singular one for t —
—, as well as distributions that go to equilibrium in the far
past and to a singular invariant in the far future. Each of them
(they are velocity inverses of each other) corresponds to a re-
alization of dynamics that has a broken time symmetry, as in
each of them, t - — and t — +o play different roles. This
emphasizes the importance of singular invariants in our dis-
cussion. If we add the distributions that do not asymptotically
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tend to equilibrium in either time directions, we obtain four
situations, as schematically represented in Fig. 1.

4. Asymptotic time behavior of distribution functions

Let us illustrate the general discussion of Section 3. We con-
sider a “regular” distribution function, p,, which, both for t —
+o and t — —, approaches a regular invariant. Let us then
take, at time ¢ = 0, a state that has evolved from this normal
state p, for a positive time interval 7 > 0:

pit = 0) = U(r)p,. (4.1]

Note that, in the time evolution of p towards the past, we ex-
pect to find an “abnormal” behavior, during the time interval
between zero and — . Indeed, in the evolution to the past, we
shall, during this period of time, destroy precollisional corre-
lations. We may now consider a superposition of initial con-
ditions of the form 4.1, involving arbitrary times. As an ex-
ample, we may consider the initial state

T
p0) = p, + lim f d7 U(n)e [4.2]
== Jo
or, similarly, the initial state
0
p(0) = p, + lim f drU(De. (4.3]
T-= J_r

In the first case (4.2) we expect abnormal behavior when we go
to the past and in the second (4.3), when we go to the future.

The distribution function ¢ has to be submitted to various
conditions: preservation of the trace and maintenance of the
positive character of the distribution functions p (+). We shall
also assume that ¢ is orthogonal to the subspace E of regular
invariants, E¢ = 0.

The long time behavior of the singular contributions p*' to
p™ can easily be studied. We find for p;

,ET» ps (t) = 201 &(L)e (4.4]
,E'l ps () =0. (4.5]
Similar results are valid for p;:
Jim pi(t) =0 (4.6]
lim p} () = 211 &(L)e. [4.7]

t—>—x

t KD

Fic. 1. Classification of states (see text).
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This example shows how easy it is to transform a normal dis-
tribution p, into an “oriented” distribution, which reduces to
a singular invariant only in the future, or only in the past.

5. The second law as a selection principle

We may now formulate the second law of thermodynamics on
the microscopic level: only distribution functions that tend to
equilibrium for t — + can be observed in nature (or prepared
in the laboratory). In reference to Fig. 1, this statement means
that only situations B and C are to be considered. Therefore,
according to this interpretation of the second law, only pre-
collisional correlations of limited range would exist in dynam-
ical systems. Note that nothing can be said about postcollisional
correlations, but they cannot prevent the approach to equilib-
rium in the future. The microscopic content of the second law
appears as expressing a limit to observations and manipula-
tions, exactly as does the second law on the macroscopic level.
Correlations cannot be controlled to an extent that they undo
the effect of collisions. The probabilistic interpretation of en-
tropy, which presupposes a direction -of time, becomes only
possible as a consequence of this negative statement.

We have now to prove that the selection principle that we
have introduced is propagated by dynamics. This requires the
theory of subdynamics (3).

Through the extraction of suitable singularities of the re-
solvent, in the neighborhood of z = i0, we may define the
“future-oriented” operator II, which has the following prop-
erties: IT is an idempotent operator I1% = II (for this reason, we
also call it a “projection” operator) and II commutes with the
Liouville operator: [II, L] = 0. Through the same procedure,
but by considering the neighborhood of z = —iO, we define
the “past-oriented” operator I1’, which shares the properties:
2 =1T’, [I", L]- = 0. II can be obtained from II through
some conjugation that we call L inversion. The II and IT' op-
erators are different (II' # II), but they are related however.
Indeed, neither IT nor IT' is a hermitian operator (IT # IT*; IT’
# I1'") but they are “star-hermitian”—i.e., they remain in-
variant when one performs both a hermitian conjugation and an
L inversion—i.e.,

O=1"=1I* [5.1]

I and IT' enjoy other symmetry properties (3), which will
not be used here. The form of II has been studied repeatedly.
The important point here is that, when acting on distribution
functions p, it contains the quantity D p, = lim, ;0 D(2) p.
+ .... We see therefore by comparison with Eqs. 3.8 and 3.9,
that ITp will not be well defined for all distribution functions
p that do not go to regular invariants for t — +o. Similarly, IT'
pis not well defined for all p that do not go to a regular invariant
for t > —o,

We have summarized the situation in Fig. 1, with its various
regions corresponding to the various behaviors. The C region
represents the domain of II, the D region, the domain of II',
the B region, the domain common to IT and IT'.

Let us briefly compare our statements with Boltzmann’s
original formulation (2, 4). Boltzmann considered initial con-
ditions without correlations—i.e., having only a P component
(this would correspond to molecular chaos). Such a distribution
corresponds to the domain common to IT and I1’ (the shaded
region in Fig. 1). Although Boltzmann’s revolutionary idea, of
singling out a specific class of initial conditions, appears more
important than ever, his own realization of this idea was not
satisfactory. Indeed, P does not commute with L, [P, L]_ # 0,
and therefore, time going on, any distribution function will ac-
quire a Q component. Moreover, P is invariant in respect to the
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L inversion, P = P’ and Boltzmann’s considerations could thus
not lead to a preferred direction of time.

6. Nonunitary transformation and contractive semigroup

The transition from the dynamical group to a semigroup (16)
may be mediated through an operator A such that

M=APA™! with IA—>0)=P, [6.1]

where A is the coupling constant in the hamiltonian (H = H,
+ AV).

The explicit construction of the A transformation (3, 17) re-
quires the knowledge not only of the operator I1 but also of the
complete decomposition of its orthogonal complement II,

. , @© )
fi=1-M=> 1 [6.2]
(v)
(v)
in a set of orthogor(ng)ll projection operators II, each of which

commutes with L:[II, L]- = 0. These operators are obtained
through the extraction of singularities of the resolvent of L, in
the neighborhood of the eigenvalues of QLQ in the limit A —
0, following a suitable procedure of analytic continuation.

By using the symmetry properties of P and II, recalled in
Section 5, it is possible to show that the A operator is staruni-
tary—i.e.,

A7l = A¥, [6.3]
where A* is the operator obtained from A by performing both
a hermitian conjugation and an L inversion. Similarly, the past-
oriented projection operator I1' is also related to the (same) P-
projection operator through a similitude A’, obtained from A
through an L inversion. Note that A and A’ are different.

We therefore have a pair of nonunitary transformations, A
and A’, which lead, respectively, to two different “physical”
representations,

Pp=A"1p and ®p=A""1p (6.4]
Then, for t > 0,
i0? p=®%p with P
while, for t < 0,
—id' p=®"p with & =—-A"'LA". [6.6]
To each semigroup, we may associate a Lyapunov function,

which corresponds to a microscopic formulation of the second
law. We may take, for instance (3, 18),

Q="p,Pp)=(p, A" A p)= (o, Mp)  [6.7]

ATTL A, [6.5]

with
M= A'A* (6.8]

M is thus the microscopic expression of the entropy oper-
ator. Q) evolves monotonously towards its minimum value at
equilibrium, when t — +. Similarly, we could define )’ for
the semigroup associated with ®’p. The regions of Fig. 1 thus
admit another interpretation: the unitary evolution U(t) is de-
fined on all regions, the regions C and D correspond to the do-
mains of A™! and A'”, respectively, and the region B, to the
domain common to A~ and A’ "%,

In complete analogy with classical mechanics, we may in-
troduce a classification of dynamical systems according to the
following criteria: () instability (nonvanishing of the asymptotic
collision operator); (b) “intrinsic randomness” (existence of the
transformations A and A’, leading from the unitary equations
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of motion to the semigroup description); and (¢) “intrinsic ir-
reversibility” (raising of the degeneracy through the exclusion
of one of the semigroups).

Well-documented examples of those systems are known:
Laurent matrices correspond to quantum unstable systems (15);
the Friedrichs model or quantum electrodynamics (18) lead to
intrinsically irreversible systems.

7. Some basic properties of dissipative quantum systems

We shall now indicate some fundamental properties of dissi-
pative- quantum systems. We have noticed that such systems
have always to be considered in the limit of a continuous spec-
trum. As we always work in the space of density operators, which
is a product space, in comparison with the usual Hilbert space
of quantum mechanics, rather delicate questions related to the
product of distributions have to be examined. We have shown
previously, using general arguments (3, 11), that the existence
of the microscopic entropy operator M necessarily leads to the
loss of the basic distinction between pure states and mixtures.

Some of the more striking properties of dissipative quantum
systems are the following:

(a) The whole procedure rests on the introduction of P and
Q, but, as mentioned previously, alternative decompositions
are possible. Of course, formula 6.7 can be seen in a different
representation p = U p, M = UM U~". However, we may also
ask which are the representations that appear as symmetries of
entropy in the sense that they leave () invariant. Obviously, all
of the transformations U which commute with M form the group
of “permitted” transformations compatible with the second law.

(b) We may only formulate the second law if we start with
H containing both P and Q parts. If we first perform a trans-
formation that diagonalizes H (hence, L), no distinction can be
made between regular and singular invariants. This transfor-
mation does not commute with M and is therefore excluded.
Moreover, in the situation in which we can construct the non-
unitary transformation operator A, the transformation operator
U leading to the diagonalization of L becomes ill defined.

For systems with discrete spectrum and restricted classes of
systems with continuous spectrum, the normal form of dynam-
ics remains the “diagonalized” one. On the contrary; for sys-
tems for which the second law of thermodynamics is meaning-
ful, the choice of representation is severely restricted (note that
the transition to large systems already breaks the canonical in-
variance), and the normal form is obtained after the starunitary
transformation. This corresponds to a change of observables: in
dissipative systems, other observables, like lifetimes and cross
sections (which are not included in the diagonal form), now play
an essential role.

(c) In addition to the restriction on the unitary transforma-
tion, there appears another limitation of the superposition prin-
ciple, which leads to a severe limitation of the concept of wave
function itself. Let us write Eq. 6.5 as

plt) = A e A1 p(0). (7.1]

Suppose we start with a pure state at t = 0. The semigroup
operator ® generates exponential damping terms. When they
are taken into account, a pure state is transformed into a mix-
ture. Of course, if we could invert “time,” we could recon-
struct the pure state, but because of the second law this re-
quires an entropy cost (6), which, after sufficiently long times,
goes beyond any permitted transfer of “information.”

(d) As a result of the selection rule introduced in the second
law, the permitted p’s are separated from the prohibited ones
by an infinite entropy barrier. Indeed, take a density operator
that goes to a singular invariant for t — +; we may still apply
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Eq. 7.1. However, A™! p(0) becomes ill defined [the products
of distributions involved in A~* and p(0) lead to divergent terms];
these dwergences are cancelled by A. [Note however that, in
such a case, A’ ™! p(0) is well defined.]

The formulation of a microscopic theory of irreversible pro-
cesses opens new possibilities for the definition of “quantized
units.” It always appeared difficult to accommodate physical
“interacting” units, including lifetimes and cross sections, in
the frame of the unitary scheme (see ref. 19) as well as Haag’s
theorem (20). We may now define the quantized units as the
ones that appear in the contractive semigroup incorporating the
second law. These units will behave incoherently at thermody-
namical equilibrium (where the entropy is maximum). An ex-
ample has been studied recently by Henin (21).

On the contrary, nonequilibrium will introduce correlations
between them. This vision of matter that becomes coherent
under nonequilibrium constraints is in agreement with the pic-
ture that emerges from nonequilibrium thermodynamics and
nonequilibrium fluctuation theory.

The outstanding contribution of quantum theory from the
epistemological point of view was to show that even at the basic
level, probabilities were unavoidable. In our opinion, we have
to go one step further: even at the basic microscopic level, ir-
reversibility and the second law play an essential role.
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