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Abstract
Over the last four decades, a range of different neuroimaging tools have been used to study human
auditory attention, spanning from classic event-related potential studies using
electroencephalography to modern multimodal imaging approaches (e.g., combining anatomical
information based on magnetic resonance imaging with magneto- and electroencephalography).
This review begins by exploring the different strengths and limitations inherent to different
neuroimaging methods, and then outlines some common behavioral paradigms that have been
adopted to study auditory attention. We argue that in order to design a neuroimaging experiment
that produces interpretable, unambiguous results, the experimenter must not only have a deep
appreciation of the imaging technique employed, but also a sophisticated understanding of
perception and behavior. Only with the proper caveats in mind can one begin to infer how the
cortex supports a human in solving the “cocktail party” problem.

Keywords
attention; neuroimaging; fMRI; MEG; EEG

1 Introduction
“How do we recognize what one person is saying when others are speaking at the same
time?” With this question, E. Colin Cherry defined the “Cocktail Party Problem” six decades
ago (Cherry, 1953). Attention often requires a process of selection (Carrasco, 2011).
Selection is necessary because there are distinct limits on our capacity to process incoming
sensory information, resulting in constant competition between inner goals and external
demands (Corbetta et al., 2008). For example, eavesdropping on a particular conversation in
a crowded restaurant requires top-down attention, but as soon as a baby starts to cry, this
salient stimulus captures our attention automatically, due to bottom-up processing. The fact
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that sufficiently salient stimuli can break through our attentional focus demonstrates that all
sound is processed to some degree, even when not the focus of volitional attention; however,
the stimulus that is selected, whether through top-down or bottom-up control, is processed in
greater detail, requiring central resources that are limited (Desimone et al., 1995). In order to
operate effectively in such environments, one must be able to i) select objects of interest
based on their features (e.g., spatial location, pitch) and ii) be flexible in maintaining
attention on and switching attention between objects as behavioral priorities and/or acoustic
scenes change. In vision research, there is a large body of work documenting the
competitive interaction between volitional, top-down control and automatic, bottom-up
enhancement of salient stimuli (Knudsen, 2007). However, there are comparatively fewer
studies investigating how object-based auditory attention operates in complex acoustic
scenes( Shinn-Cunningham, 2008). By utilizing different human neuroimaging techniques,
we are beginning to understand the cortical dynamics associated with directing and
redirecting auditory attention.

This review begins by providing a brief overview of neuroimaging approaches commonly
used in auditory attention studies. Particular emphasis is placed on functional magnetic
resonance imaging (fMRI), magnetoencephalography (MEG) and electroencephalography
(EEG) because these modalities are currently used more often than other non-invasive
imaging techniques, such as positron emission tomography (PET) or near-infrared
spectroscopy (NIRS). To facilitate a fuller understanding of the array of neuroimaging
studies, we discuss the strengths and limitations of each imaging technique as well as the
ways in which the technique employed can influence how the results can be interpreted. We
then review evidence that attention modulates cortical responses both in and beyond early
auditory cortical areas (for a review of auditory cortex anatomy, see Da Costa et al., 2011;
Woods et al., 2010). There are many models to describe auditory attention, includig
phenomenological models (e.g., Näätänen, 1990), which accounts for attention and
automaticity in sensory organization while focusing on human neuroelectric data),
behavioral models (e.g., Cowan, 1988), and neurobiological models (e.g., McLachlan et al.,
2010). Many processes, from organizing the auditory scene into perceptual objects to
dividing attention across multiple talkers in a crowded environment, influence auditory
attention. These processes are discussed in a recent comprehensive review (Fritz et al.,
2007). Here, we focus on selective attention, which Cherry cites as the key issue in allowing
us to communicate in crowded cocktail parties. Moreover, we use as an organizing
hypothesis that all forms of selective attention operate on perceptual objects, so in this
review we focus on object-based attention (see Shinn-Cunningham, 2008 for review). This
also enables us to compare and contrast results with those from the visual attention
literature. We conclude by highlighting other important questions in the field of auditory
attention and neuroimaging.

2 Methodological approaches
2.1 Spatial and temporal resolution considerations

Magneto- and electroencephalography (MEG, EEG; M/EEG when combined) record
extracranial magnetic fields and scalp potentials that are thought to reflect synchronous post-
synaptic current flow in large numbers of neurons (Hämäläinen et al., 1993). Both
technologies can detect activity on the millisecond time scale characteristic of
communication between neurons; the typical sampling frequency (~1,000 Hz) makes it
particularly suited to studies of auditory processing, given the importance of temporal
information in the auditory modality. There are important differences between MEG and
EEG. For example, the skull and scalp distort magnetic fields less than electric fields, so that
MEG signals are often more robust than the corresponding EEG signals. MEG is also
mainly sensitive to neural sources oriented tangentially to the skull, whereas EEG is
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sensitive to both radially and tangentially oriented neural sources. When MEG and EEG are
used simultaneously, they can provide additional complementary information about the
underlying cortical activities (Ahlfors et al., 2010; Goldenholz et al., 2009; Sharon et al.,
2007). By using anatomical information obtained from magnetic resonance imaging (MRI)
to constrain estimates of neural sources of observed activity, reasonable spatial resolution of
cortical source can be achieved (Lee et al., 2012).

Functional MRI is another widely used non-invasive neuroimaging technique. It measures
the blood-oxygenation level dependent (BOLD) signal, which reflects local changes in
oxygen consumption. This BOLD signal is used as a proxy for neural activity in a particular
cortical (or subcortical) location; this assumption is supported by the fact that the BOLD
signal correlates strongly with the underlying local field potential in many cases (Ekstrom,
2010; Logothetis, 2008). Compared to M/EEG, fMRI has much better spatial resolution
(better by a factor of about 2 to 3) but poorer temporal resolution (worse by about a factor of
1000, due to the temporal sluggishness of the BOLD signal). Figure 1 provides a summary
of the tradeoffs between spatial and temporal resolution for these neuroimaging approaches.

In designing experiments, the scientific question being asked should inform the choice of
which neuroimaging technique to use. For example, due to its superior spatial resolution,
fMRI is well suited for a study to tease apart precisely what anatomical regions are engaged
in particular tasks (e.g., comparisons of “what”/”where” processing within auditory cortical
areas); in contrast, M/EEG can tease apart the dynamics of cortical activity (e.g., to
temporally distinguish neural activity associated with top-down control signals before a
sound stimulus begins from the signals effecting selective attention when the stimulus is
playing). Other factors, apart from considerations of spatial and temporal resolution, also
influence both the choice of neuroimaging technique to use and the way to interpret obtained
results. These factors are summarized below.

2.2 Other tradeoffs related to attention studies in different techniques
2.2.1 fMRI scanner noise—In order to achieve good spatial and temporal resolution
along with high signal-to-noise ratios, MRI scanners need powerful magnetic fields and fast
switching of magnetic gradients. When a current is passed through coils inside the MRI
scanner to set up these gradients, the resulting Lorentz forces cause them to vibrate,
generating acoustic noise that can exceed 110 dB SPL (Counter et al., 2000; Hamaguchi et
al., 2011). This scanner noise is part of the auditory scene that a subject hears during an
fMRI study (Mathiak et al., 2002). As a result, in auditory paradigms involving attentional
manipulation, brain activity will reflect not only activity in response to the controlled
auditory stimuli, but also in response to the scanner noise, e.g., inducing involuntary
orienting (Novitski et al., 2001). Sparse temporal sampling (Hall et al., 1999), wherein the
stimulus is presented during silent periods between imaging acquisition, is commonly used
to reduce the influence of scanner noise on the brain activity being measured. However, this
technique significantly reduces the number of imaging volumes that can be acquired in a
given experiment, which lowers the signal-to-noise ratio compared to continuous scanning
(Huang et al., 2012). A sparse sampling strategy also decreases the temporal resolution of
the measured signal acquired, making it much more difficult to estimate BOLD time
courses. The sparse sampling technique does not eliminate scanner noise; it only controls the
timing of the noise. Thus, the scanner noise still interacts with the controlled sound stimuli.
For example, in an fMRI streaming experiment using sparse sampling, scanner noise
contributed to an abnormal streaming build-up pattern (Cusack, 2005). This is consistent
with the observation that auditory attention influences the formation of auditory streams
(Cusack et al., 2004). Furthermore, the infrequency of the scanner noise in a sparse sampling
protocol can potentially be more distracting than continuous scanning noise because the
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sparse-sampling sound onsets likely trigger strong bottom-up processing in the attentional
network. These factors illustrate why experimenters need to consider the psychoacoustical
impact of scanner noise when employing fMRI to study auditory attention.

2.2.2 Interpreting spatial distribution of EEG and MEG data—Due to the ill-posed
bioelectromagnetic inverse problem (Helmholtz, 1853), there is no unique solution for
calculating and localizing the activity of underlying neural sources from the measured
electric potential or magnetic field data. This is particularly problematic when trying to
localize auditory responses. Historically, there have been debates as to whether the neural
responses to auditory stimuli observed in EEG originate in frontal association areas—it took
careful analysis of both EEG and MEG data to conclude that the neural generators of this
response are in and around the primary auditory cortices (Hari et al., 1980). Measurements
of the distribution of event-related potentials and fields (ERP/F) are useful for testing
specific hypotheses related to auditory attention and many other cognitive tasks, and
statistical techniques (e.g., topographical ANOVA; Murray et al., 2008) have been
developed to analyze ERP/F at the sensor data level (without using neural source analysis
methods, see below). However, interpretation of field topographical patterns to infer the
anatomical and physiological origins requires care and judgment due to the fundamental ill-
posed nature of the bioelectromagnetic inverse problem.

2.2.3 EEG and MEG neural source analysis—Fortunately, the inverse problem can be
reformulated as a modeling problem; typically, a best solution exists, given proper
regularization (Baillet, 2010). A crucial step in this modeling problem is to account for how
the neural sources in the cortex are related to the M/EEG surface measurements in the
presence of other tissues (e.g., scalp, skull and the brain), including the noise characteristics
of this mapping. Some auditory attention studies assume generic spherical head models;
others use anatomical constraints from MRI scans and boundary element methods to build
individualized head models that take into account the unique geometry of the scalp, skull,
and brain structure of a particular listener. The accuracy of the neural source estimation
depends critically on the sensors (i.e., MEG or EEG or combined M/EEG) and the head
models used.

Generally, there are two approaches in estimating the neural sources based on surface
measurement: 1) source localization and 2) inverse imaging. As should be expected, the
choice of what inverse estimation method to employ involves tradeoffs.

In the source localization approach, a limited number of equivalent current dipoles (ECD)
can be computed based on an ordinary least-square criterion; the individual investigator
must decide how many dipoles to fit. This seemingly subtle methodological decision
directly, and potentially profoundly, affects the interpretation of the results. Dipole
localization enables investigators to model equivalent dipoles in distinct locations (in some
cases, of their choosing) on the cortex. The estimates of activity at the modeled dipoles is
then fit to the observed measurements; the goodness of the model fit is typically assessed by
determining what percentage of the variation in the observations can be accounted for by the
estimated activity in the modeled dipoles. This approach is often favored when the
investigator wants to make inferences about how activity at one site differs across
experimental conditions, or to determine which subdivisions of the auditory cortices are
engaged in a particular task. One advantage of ECD modeling over inverse imaging
approaches is that it requires less computational power. However, it suffers from one major
disadvantage: if there are any sources of neural activity other than the modeled dipoles, they
can change the estimated activity at modeled locations, leading to erroneous interpretations
of results. This is a particularly important point when studying auditory attention, as there is
an abundance of evidence showing that solving the cocktail party problem engages a
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distributed cortical network. Still, many experimentalists appear to believe that it is
parsimonious and therefore best practice to account for observed measurements by solving
for a small number of equivalent current dipoles in and around bilateral auditory cortex.

An alternative approach to localizing activity to brain sources is the inverse imaging
method. Mathematically, this technique is based on a regularized least-squares approach.
Probabilistic “priors” (a priori assumptions) are used to define the goodness of each possible
solution to the under-constrained inverse problem, mapping sensor data to neural sources;
the output solution is optimal, given the mathematical priors selected. Of course, the choice
of these priors directly influences the estimates of source activity in a manner that is loosely
analogous to the influence of the choice of how many dipoles to fit (and where they are
located) on dipole localization results. Critically, however, the mathematical priors used in
inverse imaging typically do not make explicit assumptions about what brain regions are
involved in a given task, but instead invoke more general constraints, such as accounting for
the noise characteristics of the measurements or incorporating functional priors from other
observations, such as fMRI. On the negative side, however, inverse imaging approaches
often require more computational power than dipole modeling, and can require acquisition
of additional structural MR and coregistration data. The minimum-norm model (Hämäläinen
et al., 1993), one popular inverse imaging choice, produces resultant current estimates that
must necessarily be distributed in space. Other inverse methods, such as minimum-current
estimates, favor sparse source estimates over solutions with many low-level, correlated
sources of activity (Gramfort et al., 2012; Uutela et al., 1999).

In sum, each imaging technique has its own strengths and weaknesses. An awareness of the
different assumptions that are made to estimate neural source activity from observed sensor
data can help to guide the selection of whatever technique is most appropriate for a given
experimental question, as well as resolve apparent discrepancies across different studies,
especially when comparing interpretations of what cortical regions participate in auditory
selective attention tasks based on M/EEG.

3 Experimental designs for neuroimaging analysis
The Posner cueing paradigm is a seminal procedure used in the study of visual attention
(Posner, 1980). A central cue is used to direct endogenous attention to the most likely
location of the subsequent target, while a brief peripheral cue adjacent to the subsequent
target location can cue exogenous attention. By manipulating the probability that the target
comes from the endogenously cued location, this paradigm allows us to compare
performance when attention is directed to the target location (e.g., validly cued trials in a
block where the cue is 75% likely to be valid), away from that location (e.g., invalidly cued
trials in a block where the cue is 75% likely to be valid), or distributed across all locations
(trials in a block where the cue is 50% likely to be valid; e.g., see Carrasco, 2011).

Variants of this paradigm have been used to study auditory attention, typically using simple
stimuli with one auditory object presented at a time much like the visual stimuli used in past
versions of the task (Roberts et al., 2006; Roberts et al., 2009). For example, using simple
stimuli can be an efficient way to investigate attention based on different feature cues (such
as location or pitch). However, it has been suggested that in order to understand the neural
substrate of attention, the auditory system should be placed under high load conditions (Hill
et al., 2010). Furthermore, assuming that the spectrotemporal elements are perceptually
segregated into distinct objects, a competing object must be presented simultaneously with
the target to study what brain areas allow a listener to select the correct object in a scene.

In most auditory attention tasks using a Posner-like procedure, the listener is cued to attend
to the feature of an upcoming stimulus. During the stimulus interval, he or she must make a
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judgment about the object in the scene that has the cued feature; finally, the listener
responds to ensure that the listener performed the task correctly (Figure 2). In order to
separate motor activities related to the response from cortical activity related to the
attentional task, the response period is generally delayed in both fMRI and M/EEG
paradigms. Some fMRI procedures include catch trials, in which the cue is presented but no
stimuli are presented afterwards, to isolate activity in the pre-stimulus preparatory period
and determine which cortical regions are engaged in preparing to attend to a source with a
particular attribute, rather than evoked by the attended stimulus (e.g., Hill et al., 2010).
However, unlike M/EEG, the slow dynamics of the BOLD response make it impossible to
use fMRI to determine the time course of cortical activity related to directing attention, or to
completely isolate such activity from activity involved in selecting the desired auditory
object. Even in M/EEG studies, where pre-auditory-stimulus and post- auditory-stimulus
responses are temporally distinct, the choice of the baseline-correction period can influence
interpretation of these measures. For instance, consider the hypothetical case illustrated in
Figure 2. If baseline is defined by the pre-stimulus period, as opposed to pre-cue period
(hatched vs. solid gray bars), one could erroneously conclude that attention does not play a
role in this example (see Urbach et al., 2006 for a detailed discussion).

Finally, it goes without saying that behavioral paradigm should always be carefully designed
in order to highlight attention-driven cortical activity using the applied neuroimaging
methods. For example, using identical stimuli across different attentional conditions ensures
that any neural differences observed come from differences in the attentional goals of the
listener, rather than due to stimulus differences. These sorts of issues should be considered
when interpreting results of past auditory attention studies, and when designing paradigms
for future investigations.

4 Drawing from theories of visual attention
The body of literature describing neural mechanisms of selective visual attention is much
richer than the literature on selective auditory attention. The attentional network is often
assumed to be supramodal—not specific to one sensory modality (Knudsen, 2007)—but the
nodes in this network have been primarily mapped out using visual experiments (Figure 3;
Corbetta et al., 2008). It is thus important to ask questions about auditory attention with a
deep appreciation of the visual attention literature, all the while being cognizant of the
intrinsic differences between these two sensory modalities. Just as in vision, object
formation and object selection are critical to selective auditory attention, providing us with a
common framework to discuss attention across sensory modality (Shinn-Cunningham,
2008). In this section, we briefly discuss how theories of object-based visual attention have
influenced our conceptualization of auditory attention.

4.1 Spatial and non-spatial feature attention in the “what”/“where” pathways
We can direct our attention to an auditory object based on either spatial or non-spatial
features. The dual-pathway theory for feature and spatial processing has long been accepted
in vision (Desimone et al., 1995; Mishkin et al., 1983). A similar dual pathway may control
auditory information processing, with a posterior parietal pathway (i.e., a postero-dorsal
stream) subserving spatial processing and a temporal pathway (i.e., an antero-ventral stream)
handling identification of complex objects (see Rauschecker et al., 2009 for a review).
Furthermore, evidence from both non-human as well as human primates suggests that the
primary auditory cortex and surrounding areas are also organized spatially to feed into this
dual-pathway configuration (Rauschecker, 1998). This conceptualization has inspired many
auditory neuroimaging studies to focus on contrasting the differences in cortical processing
based on spatial and non-spatial features using a wide variety of behavioral tasks. In the
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present review, we thus highlight studies that focus on differences in cortical activity when
attention is based on spatial vs. non-spatial acoustic features.

4.2 Attentional network – role of FEF, IPS and TPJ
In vision, spatial attention and eye gaze circuitry are intimately linked because sensory
acuity changes with eccentricity from the fovea. Two important cortical nodes that
participate both in visual attention and gaze control are the frontal eye fields region (FEF)
and the intraparietal sulcus (IPS). The FEF, located in the premotor cortex, controls eye gaze
but also participates in directing spatial attention independent of eye movement, i.e. covert
attention (Bruce et al., 1985; Wardak et al., 2006). In audition, FEF activity has been shown
to represent sounds both in retinal and extra-retinal space (Tark et al., 2009). Other visual
fMRI studies show that the IPS contains multiple retinotopic spatial maps that are engaged
by attention (Szczepanski et al., 2010; Yantis, 2008). Moreover, disrupting IPS using
transcranial magnetic stimulation (TMS) can alter visual spatial attention (Szczepanski et al.,
2013). Auditory neuroimaging studies implicate IPS as playing an automatic, stimulus-
driven role in figure-ground segregation (Cusack, 2005; Teki et al., 2011) as well as
participating in auditory spatial working memory tasks (Alain et al., 2010). Finally, the
temporoparietal junction (TPJ) is thought to contribute to the human auditory P3 response
(Knight et al., 1989). Right TPJ (rTPJ), specifically, is thought to act as a “filter” of
incoming stimuli, sending a “circuit-breaking” or interrupt signal that endogenously changes
the locus of attention to an important stimulus outside of the current focus of attention
(Corbetta et al., 2008). rTPJ registers salient events in the environment not only in the
visual, but also in the auditory and tactile modalities (Downar et al., 2000).

The roles that FEF, IPS, and rTPJ play in controlling attention have been studied primarily
in vision, which is a spatiocentric modality. Past fMRI studies suggest that a frontoparietal
network (including FEF and IPS) is engaged in directing top-down attention to both spatial
and non-spatial features (Giesbrecht et al., 2003). But even during this pre-stimulus interval,
areas of the visual cortex selective for the to-be-attended features are also activated
(Giesbrecht et al., 2006; Slagter et al., 2006). This pre-stimulus activity is similar to the
contralateral activation in Heschl’s gyrus (HG) and planum temporale (PT) observed when a
listener is preparing to attend to a sound from a given direction (Voisin, 2006). In Section
6.1, we review evidence for how this network functions when both spatial and non-spatial
features are used to focus auditory attention.

5 Evidence of attentional modulation in auditory cortex
Many studies have examined the role of the auditory cortical sensory areas in solving the
cocktail party problem. Early studies specifically addressed whether attention has a
modulatory effect on early cortical responses in different selective attention tasks. In one
groundbreaking ERP study (Hillyard et al., 1973), listeners responded to a deviant tone
while selectively attending to one of the two streams of tone pips, with one ear presented
with the lower frequency and the other, the higher frequency. Using only one electrode at
the vertex of the head, researchers found that the attentional state of the listener strongly
modulated the N100. Attention also modulates the magnetic counterpart of this component,
the M100 (Woldorff et al., 1993). Using ECD modeling in conjunction with MRI, this M100
component was localized to the auditory cortex on the supratemporal plane, just lateral to
HG. There was also a significant attention modulatory effect on earlier components of the
magnetic response (M20-50), suggesting that top-down mechanisms bias the response to an
auditory stimulus at (and possibly before) the initial stages of cortical analysis to accomplish
attentional selection. Subsequent fMRI studies using different behavioral paradigms also
showed attentional enhancement of BOLD activity in the primary and secondary auditory
cortices (e.g., Grady et al., 1997; Hall et al., 2000; Petkov et al., 2004; Rinne et al., 2005).
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Specifically, recent evidence suggests that there is a frequency-specific, attention-specific
enhancement in the response of the primary auditory cortex, without any response
suppression for the unattended frequency. There also seems to be more widespread general
enhancement across auditory cortex when performing an attentional task compared to
passive listening( Paltoglou et al., 2009; Paltoglou et al., 2011). Furthermore, in dichotic
listening tasks, HG and planum polare (PP) were more active on the hemisphere
contralateral to side of the attended auditory source than on the ipsilateral side (e.g.,
Ciaramitaro et al., 2007; Jancke et al., 2002; Rinne, 2010; Rinne et al., 2008; Yang et al.,
2013).

Evidence also suggests that attention based on object-related (“what”) and spatial (“where”)
features modulates different subdivisions of the auditory cortex, similar to the dual stream
functional organization in vision (Rauschecker, 1998). Sub-regions of PT and HG are more
active depending on whether listeners are judging a sequence of sounds that change either in
pitch or location token by token, lending support to the view that there are distinct cortical
areas for processing spatial and object properties of complex sounds ((Warren et al., 2003);
however, it should be noted that the stimuli used in this study were not identical across
conditions, which complicates interpretation). More recently, in a multimodal imaging study
(using fMRI-weighted MEG inverse imaging as well as MEG ECD analysis), listeners
attended to either the phonetic or the spatial attribute of a pair of tokens and responded when
a particular value of that feature was repeated (Ahveninen et al., 2006). Leveraging the
strengths of both imaging modalities, the authors found an anterior “what” and posterior
“where” pathway, with “where” activation leading “what” by approximately 30 ms. This
finding suggests that attention based on different features can modulate distinct local
neuronal networks dynamically based on situational requirements.

The aforementioned studies used brief stimuli to assess auditory attention, but in everyday
listening situations, we must often selectively attend to an ongoing stream of sound.
Understanding the dynamics of auditory attention thus requires experimental designs with
streams of sound and different analyses. Luckily, MEG and EEG are particularly suited to
measure continuous responses. Indeed, evidence from studies in which listeners heard one
stream suggests that MEG and EEG signals track the slow (2–20 Hz) acoustic envelope of
an ongoing stimulus (Abrams et al., 2008; Ahissar et al., 2001; Aiken et al., 2008). These
single-stream findings can be extended to studies of selective attention involving more than
one stream. In one recent study, listeners attended to one of two polyrhythmic tone
sequences and tried to detect a rhythmic deviant in either the slow (4 Hz) or the fast (7 Hz)
isochronous stream (Xiang et al., 2010). The neural power spectral density (obtained from a
subset of the strongest MEG channels) showed an enhancement at the neural signal at the
repetition frequency of the attended target. This frequency-specific attentional modulation
was accompanied by an increase in long-distance coherence across sensors. The source of
the increase in spectral power was localized to the auditory cortex (HG and superior
temporal gyrus), suggesting that attention shapes responses in this cortical region.

One disadvantage of studying attention by using competing rhythmic streams with different
repetition rates is that it is intrinsically tied to the frequencies used in the stimuli.
Furthermore, temporal resolution is lost when the steady-state spectral content of the signal
is analyzed, collapsed across time. In order to allow acquisition of temporally detailed
responses to continuous auditory stimuli (e.g., speech), a technique known as the AESPA
(auditory evoked spread spectrum analysis) was developed wherein the auditory cortical
response to the time-varying continuous stimuli is estimated based on the measured neural
data (Lalor et al., 2010; Lalor et al., 2009). This technique was used to analyze EEG signals
recorded when listeners selectively attended to one of two spoken stories (Power et al.,
2012). Questions probing comprehension of the target story were used to verify the
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listener’s attentional engagement. The AESPA responses derived from the neural data
showed a robust, left-lateralized attention effect peaking at ~200 ms. These results confirm
that attention modulates cortical responses. However, this method is insensitive to any
cortical activity unrelated to the stimulus envelope and assumes a simple linear relationship
between the stimulus envelope and the EEG response. Future studies need to further
investigate how AESPA responses are related to cortical attentional modulation.

A number of other recent MEG and EEG studies have also addressed the question of how
selectively attending to one ongoing stream in a multi-stream environment affects neural
signals. In a study where listeners attended to one of two melodic streams at distinct spatial
locations, EEG responses to note onsets in the attended stream were 10 dB higher than
responses to unattended note onsets (Choi et al., 2013). These differences in neural
responses to attended versus unattended streams were large enough that a single EEG
response to a 3 s long trial could be used to reliably classify which stream the listener was
attending. In another study, listeners selectively attended to one speech stream in a dichotic
listening task, and EEG recordings showed a similar gain-control-like effect in or near HG,
based on a template matching procedure using N100-derived source waveforms (Kerlin et
al., 2010). Two other MEG studies—one in which listeners selectively attended to a target
speech stream in the presence of a background stream separated in space (Ding et al.,
2012a), and the other in which listeners selectively attended to a male speaker or a female
speaker, presented diotically (Ding et al., 2012b) support a model of attention-modulated
gain control, wherein attention serves to selectively enhance the response to the attended
stream. These studies further found that the neural representation of the target speech stream
is insensitive to an intensity change in either the target or the background stream, suggesting
that this attentional gain does not apply globally to all streams in the auditory scene, but
rather modulates responses in an object-specific manner.

So far we have discussed studies where listeners selected a stream in the presence of other
auditory streams. When listeners are presented with audio-visual stimuli and told to
selectively attend to one modality at a time, activity in the lateral regions of the auditory
cortex is modulated( Petkov et al., 2004; Woods et al., 2009). This is in contrast to the more
medial primary regions of auditory cortex, which are typically modulated more by the
characteristics of the auditory stimulus. Furthermore, visual input plays an important role
especially in speech processing in a multi-talker environment. When listeners are selectively
watching a speaker’s face, the auditory cortex can better track the temporal speech envelope
of the attended speaker compared to when the speaker’s face is not available (Zion
Golumbic et al., 2013), and regions of interest in auditory cortex differentially sensitive to
high- and low-frequency tones modulate the strength of their responses based on whether the
frequency of the currently attended set of tones (Da Costa et al., 2013).

Taken together, results from these studies suggest that the neural representation of sensory
information is modulated by attention in the human auditory cortex, consistent with recent
findings obtained in intracranial recordings (Mesgarani et al., 2012). However, many of
these studies employed analyses that either implicitly or explicitly assumed that attention
modulates only early stage processing in the auditory sensory cortex, e.g., by fitting source
waveforms based on the early components of an ERP/F response (N100/M100) or by using
a region-of-interest approach that analyzes only primary auditory cortical areas.

6 Attentional modulation beyond the auditory cortex
Studies described in the previous section primarily focus on how attention modulates
stimulus coding in the auditory cortex while listeners perform an auditory task. However, in
a multi-talker environment (e.g., in a conference poster session), you are not always actively
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attending to one sound stream. For instance, you may be preparing to pick out a
conversation (e.g., covertly monitoring your student who is about to present a poster) or
switching attention to a particularly salient stimulus (e.g., your program officer just called
your name). In this section, we will present studies that investigate the cortical responses
associated with directing, switching, and maintaining auditory attention.

6.1 Directing spatial and non-spatial feature-based auditory attention
As discussed in Sections 4.1 and 5, there is evidence that dual pathways exist in auditory
cortex that preferentially encode spatial and non-spatial features of acoustic inputs,
paralleling the “what” and “where” pathways that encode visual inputs (Desimone et al.,
1995; Mishkin et al., 1983; Rauschecker et al., 2009). This raises the question of how
endogenous direction of auditory attention results in top-down preparatory signals even
before an acoustic stimulus begins, comparable to the kinds of preparatory signals observed
when visual attention is deployed.

A number of studies have explored whether the preparatory signals engaging attention arise
from the same or different control areas, depending on whether attention is directed to a
spatial or non-spatial feature. Left and right premotor and inferior parietal areas show an
increased BOLD response when listeners are engaged in a sound localization task compared
to a sound recognition task (Mayer et al., 2006) and bilateral Brodmann Area 6 (most likely
containing FEF; (Rosano et al., 2002) is more active when attending stimuli based on
location rather than pitch (Degerman et al., 2006), suggesting different control areas for
spatial versus feature-based attention. It is often hard to differentiate between the neural
activity associated with a listener preparing to attend to a particular auditory stimulus versus
the activity evoked during auditory object selection, especially in fMRI studies (with their
limited temporal resolution; see also Section 2.1). However, in a recent fMRI study using
catch trials to isolate the preparatory control signals associated with directing spatial and
pitch-based attention, both bilateral premotor and parietal regions were more active for an
upcoming location trial than a pitch trial; in contrast, left inferior frontal gyrus (linked to
language processing) was more active during preparation to attend to source pitch compared
to source location (Hill et al., 2010). In other words, these regions are implicated in
controlling attention given that they were active in trials where listeners were preparing to
attend, even when no stimulus is ultimately presented. Further, it appears that attention to
different features (e.g., space or pitch) involves control from distinct areas. Also in this
study, bilateral superior temporal sulci (STS) were also found to be more active during the
stimulus period when listeners were attending to the pitch of the stimulus rather than the
location. However, the sluggishness of the BOLD response obscures any underlying rapid
cortical dynamics. A more recent MEG study (inverse imaging using a distributed model
constrained with MRI information) found that left FEF activity is enhanced in preparation
and during a spatial attention task while the left posterior STS (previously implicated for
pitch categorization) is greater in preparation for a pitch attention task (Lee et al., 2013).
These findings are in line with the growing number of neuroimaging studies (e.g., Smith et
al., 2010, fMRI; Diaconescu et al., 2011, EEG) suggesting that control of auditory spatial
attention engages cortical circuitry that is similar to that engaged during visual attention—
though the exact neuronal subpopulations controlling visual and auditory attention within a
region may be distinct (Kong et al., 2012); in contrast, selective attention to a non-spatial
feature seems to invoke activity in sub-networks specific to the attended sensory modality.

6.2 Switching attention between auditory streams
Similar to the challenges of isolating neural activities associated with directing top-down
attention versus auditory object selection, it is also difficult to tease apart top-down and
bottom-up related processes when studying the switching of attention. Nonetheless,
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converging evidence suggests that the frontoparietal network associated with visual attention
orientation also participates in auditory switching of attention. When listeners switched
attention between a male and female stream (both streams presented diotically, with
attention switching cued by a spoken keyword), activation in the posterior parietal cortex
(PPC) is higher compared to when listeners maintain fixation throughout the trial
(Shomstein et al., 2006). Similarly, when listeners switch attention from one ear to the other
(with male and female streams presented monaurally to each ear), a similar region in the
PPC is activated, suggesting that PPC participates in the control of auditory attention,
similar to its role in similar visual attention switching. It thus appears that PPC participates
in both spatial and nonspatial attention in the auditory and visual modalities (Serences et al.,
2004; Yantis et al., 2002). The parietal cortices also have been implicated in involuntary
attention switching, exhibiting “change detection” responses in paradigms using repeated
“standard” sounds with infrequent “oddballs” (Molholm et al., 2005; Watkins et al., 2007).

One study employing fMRI used a similar auditory and visual attention switching task to
compare and contrast the orienting and maintenance of spatial attention in audition and
vision (Salmi et al., 2007b; but also see related ERP study, Salmi et al., 2007a). In a
conjunction analysis, they showed that parietal regions are involved in orienting spatial
attention for both modalities. Interestingly, they found that orienting-related activity in the
TPJ was stronger in the right hemisphere than in the left in the auditory task, but no such
asymmetry was found in the visual task. Similarly, using a Posner-like cueing paradigm,
another fMRI study examined the switching of auditory attention (Mayer et al., 2009).
Listeners were cued by a monaural auditory tone in the same ear as the target stimulus. In
one block, these cues were informative (75% valid) in order to promote top-down
orientation of spatial attention; in a contrasting block, these cues were uninformative (50%
valid). Precentral areas (encompassing FEF) and the insula were more active during
uninformative cue trials, suggesting that these areas are associated with automatic orienting
of attention. However, a later paper argued that the Mayer study did not separate the
processes of auditory cued attention shifting from target identification (Huang et al., 2012).
This later study found that voluntary attention switching and target discrimination both
activate a frontoinsular-cingular attentional network that includes the anterior insula, inferior
frontal cortex, and medial frontal cortices (consistent with another fMRI study on cue-
guided attention shifts; (Salmi et al., 2009). In agreement with other studies, this study also
reported that cued spatial-attention shifting engaged bilateral precentral/FEF regions (e.g.,
Garg et al., 2007) and posterior parietal areas (e.g., Shomstein et al., 2006); the study also
showed that the right FEF was engaged by distracting events that catch bottom-up attention.

Some of the results presented above may have been confounded by the presence of
acoustical scanner noise. There are not many fMRI studies of auditory switching that use a
sparse sampling design (except see Huang et al., 2012). By comparison, it is much easier to
control for the acoustical environment in M/EEG studies. This, coupled with the excellent
temporal resolution of M/EEG, has helped build the extensive literature documenting the
mismatch negativity (MMN), novelty-P3, and reorienting negativity (RON) response
markers for different stages of involuntary auditory attention shifting (see Escera et al.,
2007). As discussed in Section 2.2.2, ERP/F analyses are often difficult to interpret in
conjunction with fMRI studies because it is non-trivial to relate ERP/F spatial topography to
specific cortical structures. A recent study using dipole modeling to ascertain the neural
generators of response components related to switching of attention found that, consistent
with many previous studies (e.g., Rinne et al., 2000), N1/MMN components were localized
in the neighborhood of supratemporal cortex, while the RON is localized to the left
precentral sulcus/FEF area (Horváth et al., 2008). However, as in previous studies (e.g.,
Alho et al., 1998), they were unable to localize the P3 component using the ECD method,
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likely because there was more than a single equivalent current dipole contributing to this
temporal component of the neural response.

A recent M/EEG study (using inverse imaging combined with MRI information) looked at
the brain dynamics associated with switching spatial attention in response to a visual cue
(Larson et al., 2013). They found that rTPJ, rFEF, and rMFG were more active when
listeners were prompted by a visual cue to switch spatial attention immediately prior to the
auditory target interval compared to when they maintained attention to the originally cued
hemifield. Furthermore, the normalized behavioral performance difference in switch- versus
maintain-attention conditions was correlated with the normalized rTPJ and rFEF activation
differences across subjects (Figure 4). The recruitment of rFEF in reaction to a switch visual
cue (1/3 of the trials) compared to a maintain attention cue (2/3 of the trials) are both
consistent with the finding that the rFEF is activated by distracting events that catch
attention in a bottom-up manner (Huang et al., 2012; Salmi et al., 2009). This study provides
further evidence that rTPJ, rFEF, and rMFG operate within a supramodal cortical attention
network, and that these areas are directly involved with successful switching of auditory
attention.

Taken as a whole, switching attention in the auditory domain recruits a similar cortical
network engaged by switching attention between visual objects (Corbetta et al., 2008),
providing further evidence that the attentional network is supramodal (Knudsen, 2007).
However, most of these auditory paradigms involve switching spatial attention only. It
remains to be seen whether switching of non-spatial feature-based auditory attention would
recruit other specialized auditory or task-relevant regions.

7 Conclusions and future directions
Functional neuroimaging techniques such as fMRI, MEG, and EEG, can be used to
investigate the brain’s activity during tasks that require the deployment of attention. Using
carefully designed paradigms that heed each imaging technology’s inherent tradeoffs, we
have learned much about the modulatory effects of attention on sensory processing. In
particular, we find that attention to an auditory stimulus alters the representation of sounds
in the auditory cortex, especially in secondary areas. Auditory attention modulates activity
in other parts of the cortex as well, including canonical areas implicated in control of visual
attention, where they have been studied in detail. The fact that attention in different
modalities engages similar regions makes sense given the hypothesized conservation of the
attentional networks controlling visual and auditory attention. Studies show that the
attentional control network is most likely supramodal, but is deployed differently depending
on the sensory modality attended, as well as whether attention is based on space or some
non-spatial feature like pitch. More work in this area will lead to a better understanding of
how these networks operate, including the extent to which different areas participate
unimodally or depending on particular task parameters.

While it is useful to map out regions of the cortex participating in different aspects of
auditory attention, an important question still remains: how are these areas functionally
coupled to the auditory cortex (Figure 3)? An important future direction is to take the
systems neuroscience perspective and address attention’s potential modulation of the brain’s
connectivity (Banerjee et al., 2011). The use of TMS, in conjunction with other
neuroimaging modalities (e.g., fMRI, EEG), can also provide important information about
the causal interactions between these cortical nodes participating in auditory attention. PET
and NIRS may also play an important role in mapping auditory attention in cochlear
implantees (Ruytjens et al., 2006) and infants (Wilcox et al., 2012), respectively. Work on
mitigating the noise associated with fMRI will also allow for more diverse experimental
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designs (Peelle et al., 2010). Finally, while recent evidence from electrocorticographical
studies reveals the importance of ongoing oscillatory activity in auditory selective attention
more directly than is possible with more standard imaging methods (e.g., Lakatos et al.,
2013), non-invasive M/EEG remains an important and convenient tool for studying the role
that cortical rhythms play in segregating and selecting a source to be attended at a cocktail
party.
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Abbreviations

AESPA auditory evoked spread spectrum analysis

BOLD blood-oxygenation level dependent

ECD equivalent current dipole

EEG electroencephalography

ERF event-related field

ERP event-related potential

FEF frontal eye fields

(f)MRI (functional) magnetic resonance imaging

HG Heschl’s gyrus

IPS intraparietal sulcus

NIRS near-infrared spectroscopy

MEG magnetoencephalography

MMN mismatch negativity

RON reorienting negativity

PET positron emission tomography

PP planum polare

PPC posterior parietal cortex

PT planum temporale

(r)MFG (right) middle frontal gyrus

(r)TPJ (right) temporoparietal junction

STS superior temporal sulcus

TMS transcranial magnetic stimulation
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Highlights

Different neuroimaging techniques have different strengths and challenges.

Successful neuroimaging experiments require careful design.

Attention modulates auditory sensory areas as well as higher cortical regions.

Auditory and visual attention share a similar supramodal attentional network.
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Figure 1.
Approximate spatial resolution and temporal resolution differ dramatically across imaging
modalities. While fMRI has excellent spatial resolution (sub-centimeter) compared to M/
EEG (around a centimeter), it has comparatively poor temporal resolution (seconds versus
milliseconds, respectively). Sensor space analysis is based directly on the field topographical
patterns (see Section 2.2.2), while source space analysis seeks to map the topographical
patterns to the underlying neural sources analysis using ECD or inverse modeling (see
Section 2.2.3).
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Figure 2.
Schematic showing simplified, idealized signals that could be obtained using fMRI (BOLD
response) and M/EEG (field strength or electric potentials) in a sample experiment. The
three parts of a trial (cue, red; stimulus, yellow; and response, blue) all elicit a neural
response. In the BOLD signal, these responses overlap and sum as a result of their extended
time courses (note also the 2 s delay; Boynton et al., 1996), making timing-based analysis
difficult. A catch trial (presenting a cue without a subsequent stimulus) can be used to
isolate the response in the cue-stimulus interval [i.e., removing the stimulus (yellow)
contribution in the overall (black) time course]. With M/EEG data, the responses are brief
and separable, allowing identification of the preparatory attentional signal preceding the
stimulus period (yellow). Gray bars denote the common practice of baseline correction using
the pre-cue (solid) or the pre-stimulus (hatch) interval. See Section 3 for in-depth discussion.
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Figure 3.
The top-down and bottom-up attention network involved in visual attention (modified from
(Corbetta et al., 2008) likely operates supramodally. Evidence suggests that auditory tasks
engage many of these same areas as visual tasks, although the connections between various
nodes in the network remain unknown.
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Figure 4.
In one M/EEG experiment, the right temporoparietal junction (rTPJ) was significantly more
active when subjects switched attention (purple trace) compared to when they maintained
attention (black trace; reproduced from Larson et al., 2013). The duration of each vertex in
the cluster is shown (A, top) alongside the time evolution of the neural activity (colored by
the percentage of vertices in the cluster was significant; A, bottom). Differential activation
in rTPJ was also correlated with behavioral performance differences in the task (B). These
types of neural-behavioral correlations help establish the role of various regions in switching
auditory spatial attention.
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