
Bayesian analysis of individual electron microscopy images:
Towards structures of dynamic and heterogeneous biomolecular
assemblies

Pilar Cossioa,b and Gerhard Hummera,b,*

aDepartment of Theoretical Biophysics, Max Planck Institute of Biophysics, 60438 Frankfurt am
Main, Germany
bLaboratory of Chemical Physics, National Institute of Diabetes and Digestive and Kidney
Diseases, National Institutes of Health, Bethesda, MD 20892-0520, USA

Abstract
We develop a method to extract structural information from electron microscopy (EM) images of
dynamic and heterogeneous molecular assemblies. To overcome the challenge of disorder in the
imaged structures, we analyze each image individually, avoiding information loss through
clustering or averaging. The Bayesian inference of EM (BioEM) method uses a likelihood-based
probabilistic measure to quantify the consistency between each EM image and given structural
models. The likelihood function accounts for uncertainties in the molecular position and
orientation, variations in the relative intensities and noise in the experimental images. The BioEM
formalism is physically intuitive and mathematically simple. We show that for experimental
GroEL images, BioEM correctly identifies structures according to the functional state. The top-
ranked structure is the corresponding X-ray crystal structure, followed by an EM structure
generated previously from a superset of the EM images used here. To analyze EM images of
highly flexible molecules, we propose an ensemble refinement procedure, and validate it with
synthetic EM maps of the ESCRT-I-II supercomplex. Both the size of the ensemble and its
structural members are identified correctly. BioEM offers an alternative to 3D-reconstruction
methods, extracting accurate population distributions for highly flexible structures and their
assemblies. We discuss limitations of the method, and possible applications beyond ensemble
refinement, including the cross-validation and unbiased post-assessment of model structures, aand
the structural characterization of systems where traditional approaches fail. Overall, our results
suggest that the BioEM framework can be used to analyze EM images of both ordered and
disordered molecular systems.

1. Introduction
The structural characterization of large and dynamic biomolecular assemblies is rapidly
advancing, providing important insight into the function of the molecular machines and
supramolecular assemblies involved in transcription and translation of genetic information,
signal transduction, protein trafficking, cellular adhesion, and many other cellular processes.

© 2013 Elsevier Inc. All rights reserved.
*Corresponding author. gerhard.hummer@biophys.mpg.de (Gerhard Hummer).

Publisher's Disclaimer: This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our
customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of
the resulting proof before it is published in its final citable form. Please note that during the production process errors may be
discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.

NIH Public Access
Author Manuscript
J Struct Biol. Author manuscript; available in PMC 2014 December 01.

Published in final edited form as:
J Struct Biol. 2013 December ; 184(3): . doi:10.1016/j.jsb.2013.10.006.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Electron microscopy (EM) occupies a central role in this endeavor by reporting on
molecular structures with single-particle resolution, unhampered by the need to obtain
crystals, and without the system size limits faced in nuclear magnetic resonance (NMR)
studies (Frank, 2006). However, structural disorder in dynamic systems greatly limits the
use of traditional EM methods that rely on sophisticated image pre-processing, such as
class-averaging, to obtain 3D reconstructions (Saibil, 2000a; Leschziner and Nogales, 2007;
Patwardhan et al., 2012). Here, we develop a method that aims to extract the maximum
information by analyzing the raw EM data image-by-image within a Bayesian framework.

EM reconstructions achieve near-atomic resolution (Lerch et al., 2012; Beck et al., 2012;
Ludtke et al., 2008; Zhang et al., 2013; Wang et al., 2006; Nogales et al., 1995) and reveal
detailed dynamic information (Heymann et al., 2003; Ramrath et al., 2012; Cianfrocco et al.,
2013). Elaborate algorithms have been developed on the modeling and simulation side to
extract structural details from flexible fitting into three-dimensional (3D) electron density
maps (Trabuco et al., 2008; Tama et al., 2004; Topf et al., 2008; Lindert et al., 2009; Mears
et al., 2007; Schröder et al., 2007; Heymann et al., 2004; Delarue and Dumas, 2004; Loquet
et al., 2012; Jaitly et al., 2010). Complementary to 3D reconstruction methods, recent
integrative multi-scale protocols refine macromolecules against 2D class-averages and
physico-chemical constraints. In particular, a maximum-likelihood cross-correlation metric
that matches 3D models against class-averaged 2D projection images, has been used, via
simulated annealing, to obtain accurate models for several multi-domain complexes
(Velazquez-Muriel et al., 2012), and a Natural Moves Monte Carlo method has been
successfully used to refine chaperonin (Mm-cpn) against heterogeneous projection averages
(Zhang et al., 2012). Obtaining high-resolution models typically requires a large number of
EM images, even for molecules exhibiting distinct features in projection that enable
sophisticated clustering and reconstruction techniques. In case of highly dynamic
assemblies, the traditional EM approaches face additional challenges. In particular, it is
difficult to separate molecular motions from differences in the projection view if the number
of relevant structural states is large (e.g., in a multidomain protein with flexible linkers, such
as the ESCRT-I-II supercomplex (Boura et al., 2012)). This problem is compounded by the
presence of alternative or possibly incomplete assemblies, reflecting the often weak pairwise
interactions holding the assemblies together. One thus faces challenges not only in
identifying the orientations of the molecules imaged, but also in assigning proper
conformations and assembly states.

To classify images of heterogeneous particles, standard techniques use iterative optimization
algorithms to produce the 3D density map most consistent with the 2D averaged projection
views of each model (Elmlund et al., 2008; Chiu et al., 2005; Orlova and Saibil, 2010;
Saibil, 2000b). Such analyses work best for images that present common features or
discernible symmetries aiding in the cluster analysis (Elmlund and Elmlund, 2012, 2009).
Maximum-likelihood methods that do not require the standard class-averaging techniques,
have also been developed to classify conformational states (Scheres et al., 2007a), and to
provide 3D density maps of macromolecules (Wang et al., 2013; Scheres et al., 2007b).
Such reconstruction methods are limited by requiring large numbers of particles, making
applications to dynamic systems challenging.

Here, we develop the Bayesian inference of EM (BioEM) approach, geared primarily
towards the analysis of EM images of dynamic biomolecular assemblies but applicable more
broadly. Importantly, we analyze the EM data image-by-image from the start, without
filtering or averaging the images. As is commonly done in the refinement of protein and
nucleic acid structures from X-ray crystal diffraction data or from NMR spectra (Brunger et
al., 1998), we use structural models or, if needed, an entire ensemble of structures. We
quantify how well any one of the models reproduces each of the observed images (in
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crystallography, this would correspond to calculating R factors). In the spirit of the em2D
score developed in (Velazquez-Muriel et al., 2012), we determine the likelihood for each of
the EM single-particle images to be created by projection of any one of the models in our
ensemble. Based on earlier Bayesian inference approaches for NMR (Rieping et al., 2005),
here, we use the Bayesian framework to provide a quantitative measure for comparing and
analyzing structural models with respect to individual raw EM images, in contrast to earlier
maximum-likelihood or Bayesian approaches for EM (Sigworth, 1998; Scheres et al., 2005;
Doerschuk and Johnson, 2000; Scheres et al., 2007a; Sigworth et al., 2010; Scheres,
2012a,b; Kucukelbir et al., 2012) focused primarily on either image classification or the
reconstruction of 3D maps. Our likelihood function accounts for uncertainties in the particle
orientations and positions, variations in the relative image intensities, statistical noise, and
the possible presence of broken particles other than the system of interest. We then feed the
calculated likelihoods into a Bayesian framework to consistently and quantitatively assess
how well different structures explain the data, and which structures (or structural ensembles)
explain the data best.

The EM structural models can be constructed in multiple ways, for instance on the basis of
our recently developed coarse-grained energy function, as implemented in the ensemble
refinement of SAXS (EROS) approach (Rozycki et al., 2011; Boura et al., 2011). Our
models should provide realistic, energetically meaningful structures that can account for
molecular binding interactions and conformational changes. In addition, we want our
mapping between structures and EM images to be computationally efficient. While our
Bayesian approach is general and would work, at one end of the spectrum, with atomistic
models or, at the other end, with highly coarse-grained models that treat entire domains as
featureless blobs, we here concentrate on an intermediate level of residue-based coarse
graining. We find that representing proteins with one site per amino acid strikes an
appropriate balance between model detail, structural and energetic accuracy, flexibility and
computational efficiency.

The paper is organized as follows. We first introduce the likelihood function connecting
structural models and images. We then specify our Bayesian framework, including prior
distributions for the model parameters. The resulting posterior provides a probabilistic
measure of the degree of consistency between a structural model and an EM image. We test
our method on raw experimental EM images of the unliganded chaperonin GroEL. This test
demonstrates discriminatory power within a candidate pool consisting of X-ray crystal
structures in different functional states, of EM structures obtained previously, and of coarse-
grained models. We then test our ability to conduct an EM ensemble refinement, using
synthetic images of the ESCRT-I-II supercomplex. In an ensemble of 18 model structures
that jointly span the structural ensemble of ESCRT-I-II in solution (Boura et al., 2012), our
probability measure correctly identifies the model from which images were generated.
Moreover, we demonstrate that we can correctly identify the size of the structural ensemble.
Overall, the BioEM approach should provide a useful tool to extract structural information
from electron micrographs of dynamic systems, even in cases where standard EM
reconstruction techniques fail.

2. Methods
2.1. Relating individual EM images to structures through Bayesian inference

Our first goal is to construct a quantitative measure of how well a particular set of structural
models represents the observed EM single-particle images. Bayesian inference establishes
such a measure by assigning a posterior probability P(model|data) to a particular model set
given the image data. This probability is a product of the likelihood L of observing the data
given the model set and of the prior probability of the model set and its parameters,
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P(model|data) ∝ L(data|model)P(model). The prior P(model) quantifies our uncertainty
before the data are considered. Here, we construct the probability P(M|Ω) of a structural
ensemble M with members m = 1, 2, . . . , M given a set of EM single-particle images ω = 1,
2, . . . , Ω. This posterior probability is expressed as a product of the likelihood L(Ω|M, θ) of
observing the images Ω given the model ensemble M, its prior probability pM(M), and the
prior p(θ)dθ of the so-called nuisance parameters θ that here account for uncertainties in the
molecular orientation, statistical noise in the image, etc.,

(1)

For notational simplicity, we here ignore that θ may be different for each image.
Anticipating a more detailed discussion below, suitable prior probabilities of the structural
ensemble are the equilibrium Boltzmann distribution in configuration space, as obtained
from molecular simulations, with random orientations in the EM projections. Eq. (1) can be
factored in terms of contributions from individual images ω and structural models m,

(2)

where wm is the relative weight of structure m in the ensemble, with . The
posterior probability Pmω of model m given image ω,

(3)

is obtained by integrating out the nuisance parameters θ in the likelihood function L(ω|m, θ).
Pmω is the central quantity of the BioEM approach, with its logarithm serving as the
statistical evidence for structural model m from image ω.

The key to the success of the BioEM approach lies in its ability to construct a reliable
estimate of the likelihood L(ω|m, θ) of observing a particular image ω, given a model m.
This likelihood function has to account not only for (1) the creation of an ideal EM
projection image from a given structural model, but also for (2) contrast transfer function
(CTF) effects, (3) uncertainties in the exact center of a particular molecule, (4) variations in
the overall intensity, (5) background intensity offsets between different images, (6) and
noise in the intensity of individual pixels. In an ideal projection image of a given structure
m, with three Euler angles φ = (α, β, γ) describing the molecular orientation, the intensity at
each pixel (x, y) can be approximated as (Wade, 1992)

(4)

where ρ(x, y, z|m, φ) is the 3D electron density contrast (positive or negative, depending on
the EM technique). Here, we describe ρ simply as a collection of uniform spheres centered
at the Cα atoms of the proteins, with van der Waals radii (Kim and Hummer, 2008) and
number of electrons corresponding to each amino acid type. At high resolution, more refined
models of the electron density, such as those used in X-ray crystallographic refinements,
will become necessary. We account for inelastic scattering, CTF effects, and projection
angle errors in the microscopy experiment (Penczek et al., 2006) by using a point-spread
function (PSF). Specifically, we blur the ideal image with a Gaussian in the plane of the
image,
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(5)

where σ is the planar map resolution. As discussed in Suppl. Text, this Gaussian blurring is a
limiting case of a general class of PSFs, which are the real-space equivalents of the product
of the CTF and the envelope function in Fourier space. Whereas the Gaussian approximation
captures the dominant CTF effects, more elaborate PSF models with oscillatory components,
corresponding to standard CTF models (Penczek, 2010), can also be handled within our
Bayesian approach (see Suppl. Text and Suppl. Figs. 7 and 8).

To account for uncertainties in the exact particle position in the plane of projection, we add a
2D translation vector d = (dx, dy),

(6)

Extending the em2D score (Velazquez-Muriel et al., 2012), we here also scale the intensity
by a normalization parameter N and we add an offset μ to account for variations in the
detailed imaging conditions. The relative intensities are not only affected by the molecule
conformation and orientation but also by thermal and mechanical perturbations, variations in
electron dose, ice thickness, etc. As shown in Suppl. Text, the inclusion of these parameters
substantially increases the posterior, as a measure of the model quality.

We further assume that the intensity at each pixel is subject to uncorrelated Gaussian noise
of zero mean and standard deviation λ, with var(I)/λ2 the signal-to-noise-ratio. The

likelihood of observing an experimental image ω with intensity  at pixel (x, y) for
a given model m and for nuisance parameters θ = (φ, σ, d, N, μ, λ) becomes a product over
all Npix pixels (x, y),

(7)

The optimal position and orientation of a given model are determined by the maximum of
the posterior,

(8)

with the remaining nuisance parameters integrated out.

In constructing the prior p(θ)dθ, we assume uniform distributions of the molecular
orientations, with Euler angles α and γ independently and uniformly distributed in [–π, π],
and cos β uniformly distributed in [–1, 1]. However, other distributions, for example to
account for preferred orientations due to the carbon grid (Rosenthal and Henderson, 2003),
may also be useful. For the remaining parameters σ, d, N, θ and λ, we assume independent
uniform distributions within suitably chosen intervals. The N ∈ (–∞, ∞), μ ∈ (–∞, ∞), and
λ ∈ (0, ∞) integrals were carried analytically, exactly for the former two, and with a saddle-
point-type approximation for the latter (see Suppl. Text). The remaining integrals over the
orientation, blurring, and translation were performed numerically using grid summation.
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In the calculation of the Bayesian posterior probability, for the systems studied here, we find
that parameters θ = (φ, σ, d, N, μ, λ) are sufficient to account for the relevant physical
observables in the microscopy experiment. However, for EM micrographs obtained under
different imaging conditions, it may be necessary to include other parameters or more
sophisticated functional forms accounting for CTF effects (see Suppl. Text).

A major advantage of Bayesian approaches is the explicit treatment of experimental
uncertainties and statistical noise (Rieping et al., 2005). Unlike in standard measures of
cross-correlation and Fourier shell correlation (Vasishtan and Topf, 2011), in our Bayesian
formulation uncertainties and noise are explicitly included and their effects can be accounted
for by integrating over the corresponding nuisance parameters. In our practical applications,
we find that the likelihood as a function of the various parameters is sufficiently peaked,
such that the choice of the prior distributions has limited influence on the final results.

For reference, we also determine the probability of generating the image from pure Gaussian
noise,

(9)

As indicated by the angular brackets, the intensity differences ΔI are drawn from
independent Gaussian distributions with standard deviation equal to that of the observed
image λ, such that PNoise = (2πλ2e)–Npix/2. Here, we rescale all image intensities to zero
mean and unit variances, such that λ = 1 by construction. However, this scaling is not a
necessary condition for calculating the Bayesian posterior. In our analysis we will use the
logarithm ln(Pmω/PNoise) as a measure of the normalized evidence for model m from image
ω.

2.2. Model for damaged particles and possible contaminations
In realistic samples, we expect occasional impurities, damaged particles, or badly cropped
images (Penczek et al., 2006). To account for such issues in a fully automated refinement
procedure, we add a separate coarse-grained model as an alternative to the molecular models
m of the system of interest. This “splotch” particle (s) is here modeled as a featureless
Gaussian with variable amplitude (A), width (W ), center (c) and offset (o),

(10)

The likelihood of an image to be generated by a splotch particle, is calculated in analogy
with Eq. (3), as the integral over the nuisance parameters θ′ = (A, W, c, o, λ) with prior p′(θ
′),

(11)

Note that CTF effects, translation, normalization, and offset uncertainties used for the
molecular models are implicitly included in W, c, A, and o, respectively. Psω can again be
normalized by PNoise to assess the evidence against statistical noise.

2.3. Ensemble refinement
Overfitting is a major problem in ensemble refinement. By varying the relative weights and
coordinates of multiple structures in an ensemble, one gains enormous freedom in fits to
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experimental data of limited resolution. The price for this freedom is the risk to fit not only
signal but also noise. Here we address this problem by determining the optimal ensemble
size within the Bayesian framework. Specifically, we directly compare the posteriors of
model ensembles containing different numbers of structures.

According to Eq. (2), the posterior of a specific model with a single structure i is

. If the model contains m ≤ M structures with relative weights wi, the posterior is

(12)

In our illustrative analysis here, we assume for simplicity that all ensemble weights are the
same, wi = 1/m, such that

(13)

The logarithm Ω–1ln(P12...m/PNoise) of this posterior probability, normalized without loss of
generality by the number of images Ω and the noise probability, provides us with a formal
basis to select ensembles of optimal size and composition. If the respective weights of the
members of the ensemble are of interest, one can instead use Eq. (12).

3. Results
3.1. Analysis of experimental EM images of GroEL

To validate our method against experiment, we test its ability to distinguish different
structures of the chaperonin GroEL in individual experimental EM images. The challenge is
to identify the correct structure, as determined by the functional state of the protein, within a
pool of 8 experimental candidate structures of GroEL in a variety of conformational states
(Suppl. Table 1). These structures differ by Cα-backbone root-mean-square distances of
0-12 Å at the monomer level, and 2-12 Å over the entire protein (Suppl. Tables 2-4). GroEL
is a multisubunit chaperonin with a molecular weight of ~800 kDa, formed by two
symmetrically stacked rings of seven identical subunits. Its structure has been studied
extensively, in particular by X-ray crystallography (Braig et al., 1994; Bartolucci et al.,
2005; Xu et al., 1997; Wang and Boisvert, 2003; Chaudhry et al., 2004; Cabo-Bilbao et al.,
2006) and cryo-EM (Ranson et al., 2001; Ludtke et al., 2008; Falke et al., 2005). For our
validation, we used the Bsoft program (Heymann and Belnap, 2007; Heymann et al., 2008)
to collect 1,283 native unliganded GroEL particles from cryo-EM micrographs that are
distributed by the National Center for Macromolecular Imaging (Ludtke et al., 2008). The
image size was 170×170 pixels of 1.05 Å length. Each image was normalized to intensities
of zero mean and unit variance.

Finding proper orientations of individual GroEL EM images—Addressing the first
challenge, Fig. 1 illustrates that our fully automated Bayesian approach identifies the
positions and orientations of the structural models consistent with a visual inspection of
individual EM images. Representative EM images in different orientations are shown
together with calculated intensities for several different GroEL models in their optimal
position and orientation, as determined by Eq. (8). Results are shown for native GroEL
solved by X-ray crystallography (PDB code 1XCK) (Bartolucci et al., 2005) in the state
corresponding to the EM experiments, the GroEL part (chains A-N) of the crystallographic
complex GroEL-GroES-(ADP)7 (1AON) (Xu et al., 1997), and GroEL with C7 symmetry as
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determined directly from the cryo-EM images (PDB code 3C9V) (Ludtke et al., 2008). We
find that visually the different structural models are consistently and correctly orientated to
match the individual EM images. We also find that the log-posterior identifies the 7-fold
symmetry of GroEL (see Suppl. Fig. 2) when calculated as a function of the planar rotational
angle for the top-view GroEL image shown in Fig. 1 (second row).

Identifying the proper GroEL structure from individual EM images—Addressing
the major challenge, Fig. 2 demonstrates that we can consistently and quantitatively identify
the correct structure within a pool of different candidates. We calculated the log model
evidence defined as the natural logarithm of the posterior probability relative to statistical
noise, ln(Pmω/PNoise), for each of the models m and each of the images ω. For each model,
we then rank-ordered the different EM images according to Pmω. Fig. 2 shows the resulting
rank-ordered posteriors for each of the images and models. In addition to structures 1XCK,
3C9V, and 1AON, we also include results for the cryo-EM GroEL structure 3CAU with D7
symmetry (Ludtke et al., 2008), and structure 2C7E of GroEL bound to ATP (Ranson et al.,
2001), with all nucleotides removed in our calculations. Results for three additional GroEL
PDB structures are shown in Suppl. Fig. 1. In calculating Pmω, we assumed independent
uniform prior distributions for the parameters θ, within intervals of 1 < σ < 6 Å for the
planar map resolution, and –16 < dx, dy < 16 Å for the translation vectors. Uniform priors in
(–∞, ∞) were assumed for the normalization (N) and offset (μ), and in (0, ∞) for the
standard deviation of the noise (λ). Euler angles α and γ were integrated uniformly within [–
π, π], and cos β uniformly within [–1, 1]. All structural models were considered
equiprobable with prior probabilities pM(m) = 1. We note that the log-posteriors are for the
entire image.

To identify the GroEL structural model that best explains the entire set of experimental EM
images, we sum the logarithms of the posterior probabilities of individual images,

(14)

over images rank ordered for each model m such that Pm1 ≥ Pm2 ≥ . . . ≥ Pmr ≥ . . . ≥ PmΩ. In
Fig. 3, we plot the cumulative log evidence for each model m relative to the top-ranked
structure 1XCK, ln[Pm(rank r)/P1XCK(rank r)], as a function of the image rank r determined
individually for each model. We find that these curves decrease more or less linearly from
zero up to ~1000 images. The log evidence in favor of the X-ray structure 1XCK thus
increases at a more or less constant rate per image for 80-90 % of the images. The remaining
10-20 % of images individually provide little evidence either way, as indicated by a plateau
in the running sum of Eq. (14) (Fig. 3). Overall, the cumulative evidence in favor of 1XCK
is >8,000 natural-log units, even over the structure 3C9V obtained by refinement against the
EM data used also here. Over, say, the GroEL structure 1AON in a different ligation and
activation state, the evidence in favor of 1XCK is even stronger, ~80,000 log units.
Moreover, by plotting the overall cumulative evidence as a function of the Cα RMSDs from
structure 1XCK (see Suppl. Fig. 5), we find that the two measures anti-correlate, indicating
that the more a model deviates (in RMSD) from 1XCK, the less likely it is to have generated
the images.

Whereas the clear distinction between different structures in the global comparisons of Figs.
2 and 3 is encouraging, for the ultimate goal of ensemble refinement of EM data it is
important that we can also assign the correct structure to individual EM images. In the inset
of Fig. 2, we plot the cumulative distribution of the evidence of different models over the
top-ranked crystal structure 1XCK. In this plot we find that for a small but significant
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number of images, the evidence favors models other than 1XCK. For instance, for about 40
% of the images, the EM structure 3C9V performs better than 1XCK, as indicated by the red
arrow in Fig. 2 inset. However, in the majority of these images the difference in evidence is
only small, such that the cumulative distributions shown in the inset of Fig. 2 rise sharply to
one after having crossed the vertical zero line indicating a toss-up. By contrast, the
cumulative distributions show broad tails on the left, indicating that 1XCK typically
outperforms the other models by more significant amounts. As a result, the overall evidence
points clearly toward 1XCK, against all other models considered.

To strengthen this important point, Fig. 4 shows a scatter plot of the posteriors against the
top-ranked structural model 1XCK. Points above the diagonal line indicate images for which
the statistical evidence is in favor of a particular model over 1XCK; for points below the
diagonal, 1XCK performs better than the competing model. Consistent with the preceding
discussion, we find that for 3C9V, 60 % of the points are below the diagonal, i.e., most
images favor 1XCK; and images that favor 3C9V do so by a small margin, i.e., the points
are close to the diagonal. The models in the wrong GroEL activation state, 2C7E and 1AON,
are favored by very few images, and those images typically have only small absolute
posteriors, i.e., they are in the bottom left quadrant of the scatter plots.

For each of the five PDB models, we also classified the fractions of GroEL particles
assigned by the model with the highest score (see Suppl. Fig. 4). We found that for images
in which at least one model received intermediate and high probabilities (log-posterior > 250
of the top-scoring model relative to noise), model 1XCK had the highest score for > 60 % of
the particles, and 3C9V claimed another ~20 % of the particles. This winner-take-all scoring
further demonstrates that one can use individual EM images to identify the correct structures
from a pool with some confidence. Remarkably, we found that only a small number of
particles is needed to establish with statistical significance 1XCK as the better structural
model than 3C9V, two structures that differ by less than 5 Å in RMSD. Specifically, we
picked random samples of n images out of the 1283 images total, and calculated for each n
the fraction of samples in which 3C9V overall ranks higher than 1XCK. This fraction
corresponds to the p-value. In this way, we found that n ≈ 28 images suffice to achieve a p-
value of 0.05, and n ≈ 52 images to achieve a p-value of 0.01, respectively.

The images and data in the center row of Fig. 1 and the center right panel of Fig. 4 help
rationalize the few cases where a likely incorrect structure has a high statistical evidence. In
both cases illustrated, 1AON has a higher posterior than 1XCK. These images are top views
of GroEL. In this projection along the rotation axis, the two models cannot be distinguished
easily on the basis of a single image, despite a relatively clear EM intensity signal (also see
Suppl. Fig. 2). The problem that certain models cannot be distinguished easily in some
projections is also reflected in the branching of the scatter plots for 2C7E and 1AON in Fig.
4, with the upper branch staying close to the diagonal. Such ambiguous projections could
cause difficulty for class-averaging techniques in cryo-EM. Moreover, poor class-averages
analyzed with low-pass filtering techniques can cause over-fitting and cryo-EM
reconstructions may be subject to errors (van Heel and Schatz, 2005; Scheres and Chen,
2012). Here we avoid such problems, with challenging projection views producing little
relative gains in evidence for one model over another.

Excluding artifacts through a splotch model—As another serious challenge in the
analysis of EM images, one has to exclude artifacts that arise, for instance, from damaged
sample molecules, the formation of aggregates, the presence of impurities, or imaging
issues. Since here we, ultimately, aim to analyze each image individually as part of an
ensemble refinement, it is critical that we minimize the resulting unfavorable effects. We
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used a simple splotch model to identify artifacts that can then be excluded from further
analysis (see Methods).

For the vast majority of images, splotch is a very poor model, as shown in Fig. 2, performing
worse than any of the GroEL structural models in almost all cases. However, the thin tail to
the right in the cumulative distribution in Fig. 2 and the scatter plot in the bottom right of
Fig. 4 show that for a few images, the splotch model performs substantially better than even
the overall best GroEL model, 1XCK. Remarkably, whereas for none of the images any of
the alternative GroEL structures outperforms 1XCK by more than ~50 natural-log units, the
splotch model outperforms 1XCK for a handful of images by up to ~500 log units. In these
rare cases, we are thus nearly certain that the object in the EM image is not an intact GroEL
molecule. Indeed, the cumulative log evidence for the splotch model relative to 1XCK, as
shown in the inset of Fig. 3, is initially positive, before turning strongly negative. By
including a splotch model with a flexible parameter range, we can identify such images and
exclude them from further analysis, even at low signal-to-noise ratios.

We also find that for some images, the coarse-grained model (see Suppl. Text) performs
significantly better than 1XCK (tail to the right in the cumulative distribution in Fig. 2 and
Fig. 4 bottom left). These images all have small posteriors for 1XCK, as was found also for
the splotch model. Viewing the coarse-grained model as an extension of the splotch model,
images in which this low-resolution description scores best could thus also be marked for
exclusion in a final analysis.

3.2. Minimal ensemble method applied to ESCRT I-II supercomplex
To test the applicability of our method in EM studies of dynamic systems with diverse
structures instead of a pure state, we performed an ensemble refinement study for the
ESCRT I-II supercomplex (Boura et al., 2012). Above, we validated the EM single-image
analysis method against experimental data, showing that we could identify the correct
structural model with high confidence and consistency in a system where we expect only a
single dominant structure. To test whether we could identify the correct ensemble of
structures from a set of EM images containing a mixture not only of orientations but also of
molecular conformations, we used synthetic data. With full control over the composition of
the ensemble, we can perform a quantitative assessment of the ensemble refinement method.

As a test system we used 18 models of the 244-kDa ESCRT I-II supercomplex that were
previously obtained from a combination of X-ray crystallography, small-angle X-ray
scattering, single-molecule fluorescence resonance energy transfer (smFRET), and double
electron-electron resonance (DEER) spin-label distance measurements (Boura et al., 2012).
ESCRT-I-II is a dynamic supercomplex that is critical for the function of the ESCRT
machinery involved in membrane protein trafficking, the budding of enveloped viruses
including HIV, and other normal and pathological cell processes (Hurley and Hanson,
2010). Protein domains are connected by long disordered linkers and through transient
binding interactions, making ESCRT-I-II an intrinsically flexible complex with structures
ranging from compact to highly extended conformations about 400 Å in length. Due to its
structural variability, the ESCRT I-II complex thus offers an ideal benchmark to test our
method on a system with heterogeneous conformations.

For four of these models (with extensions DMax = 360, 313, 267, and 227 Å, respectively
(Boura et al., 2012)), we generated 200 synthetic EM maps each, using projections with
random orientations, center and blurring. Images had 150x150 pixels, with 2 Å per pixel.
We used planar map resolutions of 8 < σ < 22 Å and translation vectors –30 < dx, dy < 30 Å.
The normalization (N) and noise standard deviation (λ) were selected to create images with
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signal-to-noise ratios between 0.005 and 0.15. The maps obtained after adding uncorrelated
Gaussian noise were normalized to have zero mean and unit standard deviation.

Images from a single model—In Fig. 5 we plot the logarithm ln(Pmω/PNoise) of the
posterior probabilities relative to statistical noise for each of the 18 models m and each of
the 4 × 200 images ω. For each model, we rank-ordered the different EM images according
to the posteriors, which jointly serve as statistical evidence for the particular model. We find
that the curve corresponding to the model used to generate the images is consistently at the
top. Fig. 5 thus provides strong evidence that our method systematically identifies the
correct model among the set of 18 candidate structures. The most challenging structure is
that of the model with DMax = 360 Å. The needle-like character without distinct features
makes it relatively difficult to distinguish this model from the 17 others, in particular in
projections along the main axis. For the three other, more feature-rich models, the gap
separating the curves for the correct and the incorrect structures is significantly larger.

In a more challenging test, we compare the calculated evidence for the correct model against
the evidence for each of the 17 incorrect models. Fig. 6 shows the corresponding scatter
plots, with almost all points falling below the diagonal that separates correct assignments
(below) from incorrect ones (above). We hence find that our posterior distinguishes with
high reliability between the correct and incorrect structures for individual images. Consistent
with Fig. 5, the relatively featureless model with DMax = 360 Å is the most challenging
structure, with incorrect models achieving comparable posteriors for a few images.

Ensemble refinement: prevention of overfitting—We also determined whether the
ensemble size can be estimated reliably using the Bayesian formalism described in the
Methods section. The specific aim is to identify both the size of the ensemble and its
members for different sets of ESCRT-I-II EM images, containing 200 projections each of 1,
2, 3, or 4 structures. In Fig. 7, for each image set, we plot the maximum over all one-
member ensembles, maxm ln Pm, all two-member ensembles, maxm<n ln Pmn, all three-
member ensembles, maxl<m<n ln Plmn, and all four-member ensembles, maxk<l<m<n ln
Pklmn. Note that in the plot we divided all probabilities by PNoise, which does not change the
results. We find that for ensembles with only one model, the posterior probability slightly
decreases when the model ensemble size is increased beyond one. This decrease results from
the factor m–Ω in the posterior, Eq. (13), which penalizes large ensemble sizes. For EM
ensembles of two structures we see a sharp increase in the posterior when increasing the
number of models in the fit ensemble from one to two, but again no significant gains occur
beyond. This pattern is repeated for the larger EM ensembles, with the posterior increasing
with the number of models only until it reaches the correct number. We also confirmed that
the m models in the optimal ensemble were consistent with those used to generate the EM
images. The results in Fig. 7 thus show that the BioEM probabilistic approach can produce a
meaningful bound on the ensemble size.

4. Discussion
We developed a Bayesian framework to extract structural information from EM images of
dynamic biomolecular assemblies, where traditional approaches face major challenges
(Patwardhan et al., 2012). The central idea is to analyze each EM particle individually from
the start, without filtering, clustering or averaging the images. By analyzing single raw
particles, we avoid information loss when lumping different structures into the same class
(see Suppl. Fig. 6). The key quantity in the BioEM approach is the likelihood that a
particular EM image corresponds to a given molecular structure. This likelihood function
accounts for uncertainties in the molecular position and orientation, and for noise in the
experimental EM image, similarly as in (Velazquez-Muriel et al., 2012), and additionally
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accounts for CTF effects and overall variations in the relative intensities that further boost
the performance (see Suppl. Text). Weighted with suitable prior distributions of the
parameters describing these uncertainties, the resulting Pmω defined in Eq. (3) provides a
probabilistic measure of the consistency of a given molecular structure with a particular EM
image. The formalism to calculate Pmω is mathematically simple, based on the physics of
EM imaging, and can thus easily be extended to include complex imaging effects if needed
(see Suppl. Text).

We showed that for experimental GroEL EM images, our methodology correctly identified
the most probable structures within a diverse pool of plausible conformations. Our method
correctly ranked models according to their conformational state and the level of detail. In
particular, the top-ranked structure was the X-ray crystal structure of GroEL in a state
corresponding to that of the EM images, followed closely by the EM structure generated
from a super-set of EM images that included the maps used here. Structures corresponding
to GroEL in different states with minor or major conformational changes ranked
significantly lower. Interestingly, we found that the splotch model helped in discriminating
images of intact GroEL from damaged particles or other objects.

We also showed that we can determine the optimal size and identify the correct members of
a structural ensemble by using synthetic EM maps of the ESCRT-I-II supercomplex. The
dynamic structures of ESCRT-I-II were correctly identified even in images with low
resolution and low signal-to-noise ratio. These results suggest that the BioEM framework
indeed provides us with the tools for a quantitative ensemble refinement of structures against
individual EM images.

The BioEM single-image analysis can be readily combined with the traditional class-
averaging approaches. As we showed here for GroEL, BioEM post-analysis may provide
additional insight into the quality of different structural models, independent of the 3D
density maps obtained from the traditional approach. Ludtke et al. (2008) generated
reconstructions using C7 and D7 symmetry, respectively, from experimental apo-GroEL EM
data with resolution 4.7 and 4.2 Å. Interestingly, for the EM images used here, but collected
as part of the original study (Ludtke et al., 2008), we found that the two models differ
significantly in their likelihood, with the C7 model 3C9V of lower enforced symmetry being
more probable than the D7 model 3CAU of higher symmetry. More generally, to address the
need for validation methods (Patwardhan et al., 2012; Henderson et al., 2012), the BioEM
framework could become a tool to cross-validate models generated from 3D EM
reconstructions, when over-fitting is a concern (van Heel and Schatz, 2005; Scheres and
Chen, 2012). In this way, the traditional reconstruction and BioEM approaches should
complement each other even in cases where a single structure is sufficient to describe the
images.

This complementarity of the current approaches and BioEM can possibly be extended to the
optimization of atomic-level structures obtained from fits of (x-ray crystal) structures into
EM maps. Again, while class-averaging is not a pre-requisite for all methods, the potential
advantage of BioEM is that structures are fitted to essentially raw image data without the
unavoidable loss of structural information because of image processing and averaging.
Indeed, we have found that filtering, clustering and averaging the images leads to a decrease
in the discriminatory power of the Bayesian scoring function (see Suppl. Text). Our method
could thus be used in the last steps of 3D reconstruction to extract additional structural
information.

Our approach can also be extended to electron tomography (Bohm et al., 2000; Medalia et
al., 2002; Bartesaghi et al., 2012). Specifically, the posterior for a given particle and model
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is then the product of the posteriors calculated for the different projection views, making full
use of the additional tomographic information.

A possible weak point of the BioEM approach is that it appears to depend heavily on the
availability and quality of the initial structural models. In many practical cases, unlike the
GroEL and ESCRT-I-II systems studied here, we may not have any good starting structures.
To address this problem, we again envision a multi-resolution approach. At the coarsest
level, the model could simply be the 3D density map in Eq. (4), suitably represented in terms
of grids, spherical harmonics, etc., similar to what is done in traditional approaches. Again
highlighting the complementarity of the current approaches and BioEM, one could thus start
from a 3D map obtained from a reconstruction, and then test and, if needed, refine it using
the BioEM probability measure. Alternatively, or in addition, models at progressively finer
levels of resolution can be used, from simple geometric shapes to residue and possibly atom
resolution.

The BioEM provides a quantitative framework to compare different structural models
against each other, and to compare models against noise. Importantly, the log-posterior does
not provide an absolute measure of the quality of a model per se, due to its dependence on
various model parameters and properties of the input data (number of pixels, observed
image variance, etc.) and also the highly peaked local maxima in the underlying likelihood
function. Thus, the main focus here is on calculating differences in log-posteriors for
different models.

Several limitations can be encountered with the ensemble refinement methodology: first, the
necessity of a good model ensemble is essential; second, even though the minimal number
of models is well determined in the ideal case, the error and resolution in the general case of
imperfect models and uncertain ensemble sizes are not known. For experiments with
significantly less detailed data, such as solution scattering, maximum entropy and minimal
ensemble methods (Rozycki et al., 2011; Boura et al., 2011) have proved useful in
preventing overfitting in ensemble refinement.

Computational requirements are another concern. The computational cost scales roughly as
the product of the number of images, models, and pixels per image, ΩMNpix, for a compact
PSF in the convolution Eq. (5), or as ΩMNpix ln Npix, if fast-Fourier transforms are used for
non-compact PSFs. Significant computational challenges are posed by a typically large
number Ω of images, and by the orientational averaging in the calculation of Pmω. Currently
our code runs approximately at ~ 10–7s per integration grid point per pixel per processor. To
compare one GroEL structure to one map of 170×170 pixels with one million integration
grid points takes ~1 min on 64 cores. However, a number of avenues are possible to speed
up the calculations, from the use of importance sampling strategies in the evaluation of the
integrals, over reducing the resolution both of the images and of the model detail in an initial
search, to exploiting the power of GPU/multicore computing for both the geometric
transformation and the matrix operations required for the posterior calculation, as in other
EM algorithms (Tagare et al., 2010; Li et al., 2010). Moreover, a hierarchical approach
should cut down on computational cost by working with a smaller number of down-sampled
images in the initial phase, when the number of possible models is large, and then gradually
increasing the image number and resolution as the space of possible models is thinned out.

Despite these challenges, the BioEM approach offers an alternative to 3D-reconstruction
methods by its ability to extract structural information and accurate population distributions
(1) of asymmetric systems that are difficult to class-average because of an absence of easily
identifiable features for proper grouping and orientation; (2) of dynamic or heterogeneous
systems for which it is not possible to collect sufficient numbers of different projections for

Cossio and Hummer Page 13

J Struct Biol. Author manuscript; available in PMC 2014 December 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



each conformation; and (3) of intermediate size complexes that are too large to study with
solution NMR but smaller (yet identifiable) than those commonly reconstructed through
EM.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Representative experimental EM images of GroEL (Ludtke et al., 2008) (left column;
numbers indicate estimated signal-to-noise ratio) together with calculated projection images
for structures 1XCK, 1AON, and 3C9V in optimal position and orientation (columns 2 to 4,
respectively), as determined by the posterior probability, Eq. (8). The number in the bottom
right of the calculated projection images indicates the logarithm of the posterior probability
ln(Pmω/PNoise), with high values indicating strong agreement between the model and the EM
image.
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Figure 2.
Statistical evidence for different GroEL structural models from individual experimental EM
images, with the top curve corresponding to the structure most consistent with the EM
images. The logarithm ln(Pmω/PNoise) of the posterior probability relative to statistical noise
is plotted for different models m for individual EM images ω. The images are rank-ordered
according to their respective posterior for PDB structures 1XCK (black), 3C9V (red), 3CAU
(green), 2C7E (blue), and 1AON (orange), and for the splotch (purple) and coarse-grained
(magenta) models (i.e., the rank order is different for each model; for a direct one-on-one
comparison see Fig. 4; for a global comparison see Fig. 3; see also Suppl. Text and Suppl.
Fig. 1 for other models). The inset shows the cumulative distribution of the logarithm of the
posterior ln(Pmω/P1XCK,ω) relative to the X-ray crystal structure 1XCK, as calculated over
all EM images. The cumulative probability at the point of crossing of the vertical black line
indicates the fraction of EM images ω for which the model performs worse than 1XCK
according to the posterior. Red and green arrows indicate these points for structures 3C9V
and 3CAU, respectively.
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Figure 3.
Cumulative evidence, ln[Pm(rank r)/P1XCK(rank r)], for structural models relative to the
overall best model 1XCK as a function of the image rank for each model. Negative values
indicate that 1XCK has a higher posterior probability and is thus favored. The image rank r
was determined individually for each model. The inset shows a zoom-in on the cumulative
evidence for each model from the respective 100 top-ranked images. Error bars were
calculated using the bootstrap technique.
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Figure 4.
Image-by-image comparison of calculated log-posteriors for different GroEL models
relative to that of 1XCK. Each point corresponds to the posterior probabilities of one of the
structural models (vertical axis) and of the X-ray crystal structure 1XCK (horizontal axis)
for an individual EM image. Points above the diagonal indicate images for which the
respective model outperforms 1XCK. For 3C9V, 1AON, and the splotch model,
representative EM images are shown, with corresponding points indicated by circles.
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Figure 5.
Statistical evidence for different ESCRT-I-II structural models from individual EM images,
with the top curve indicating the model of highest consistency. 200 synthetic EM maps each
were created by projection of models with extensions DMax = 360 (top left), 313 (top right),
267 (bottom left), and 227 Å (bottom right). The logarithm ln(Pmω/PNoise) of the posterior
probability relative to statistical noise is plotted for 18 ESCRT-I-II structural models m for
individual EM images ω. The images are rank-ordered for each model m according to the
respective posteriors. The thick line indicates the posteriors for the structural model used to
create the EM image. Insets show representative synthetic EM maps generated from the
respective ESCRT-I-II models.
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Figure 6.
Image-by-image comparison of calculated log-posteriors for “incorrect” ESCRTI-II
supercomplex models (vertical axis) relative to the correct structure (horizontal axis). Each
point corresponds to the posterior probabilities of one of the 17 “incorrect” structural models
(different colors; vertical axis) and of the correct model used to obtain the EM projection
image (horizontal axis). Results are shown for EM projections of ESCRT-I-II models with
extensions DMax = 360 (top left), 313 (top right), 267 (bottom left), and 227 Å (bottom
right).
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Figure 7.
ESCRT-I-II EM ensemble refinement, with minimal ensemble size deduced from the
logarithm of the posterior probability. Synthetic EM images were created by projection of
ESCRT-I-II supercomplexes with ensembles of M = 1 (circle), M = 2 (square), M = 3
(diamond), and M = 4 (triangle) different structural models. Shown is maxm models Ω–1

ln(P12...m/PNoise), the maximum of the logarithm of the posterior per image, calculated for
different sets of m = 1 to 5 models included in the refinement ensemble. The posterior
increases sharply until the number of models reaches the actual ensemble size, as indicated
by arrows.
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