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ABSTRACT
Objective To develop algorithms to improve efficiency
of patient phenotyping using natural language
processing (NLP) on text data. Of a large number of
note titles available in our database, we sought to
determine those with highest yield and precision for
psychosocial concepts.
Materials and methods From a database of over
1 billion documents from US Department of Veterans
Affairs medical facilities, a random sample of 1500
documents from each of 218 enterprise note titles were
chosen. Psychosocial concepts were extracted using a
UIMA-AS-based NLP pipeline (v3NLP), using a lexicon of
relevant concepts with negation and template format
annotators. Human reviewers evaluated a subset of
documents for false positives and sensitivity. High-yield
documents were identified by hit rate and precision.
Reasons for false positivity were characterized.
Results A total of 58 707 psychosocial concepts were
identified from 316 355 documents for an overall hit
rate of 0.2 concepts per document (median 0.1, range
1.6–0). Of 6031 concepts reviewed from a high-yield set
of note titles, the overall precision for all concept
categories was 80%, with variability among note titles
and concept categories. Reasons for false positivity
included templating, negation, context, and alternate
meaning of words. The sensitivity of the NLP system was
noted to be 49% (95% CI 43% to 55%).
Conclusions Phenotyping using NLP need not involve
the entire document corpus. Our methods offer a
generalizable strategy for scaling NLP pipelines to large
free text corpora with complex linguistic annotations in
attempts to identify patients of a certain phenotype.

INTRODUCTION
The psychosocial phenotype of a patient generally
refers to their psychological and social characteris-
tics. These include evidence of mental health disor-
ders (such as depression), personality traits (such as
violence and anger), life stressors (such as
unemployment and incarceration), and social isola-
tion (such as living alone, being divorced, etc). An
understanding of this phenotype has been shown to
be important in identifying risk factors for home-
lessness,1 forecasting outcomes of mental illness,2

and predicting risk of heart disease3 and readmis-
sion rates.4 Apart from this, associations of these
phenotypes with genotypes are waiting to be dis-
covered.5 For these reasons, it is important for
researchers to improve the psychosocial phenotyp-
ing of patients using all available data in the elec-
tronic medical record.
While structured data such as demographic data

and International Classification of Diseases, Ninth

Revision, Clinical Modification (ICD-9-CM) codes
are ‘low hanging fruit’ with respect to availability
and ease of access, there are limitations to using
these data in deciphering the true phenotype of the
patient.5 Not all symptoms or diagnoses are coded
and they therefore may offer only a limited glimpse
into the characteristics of the patient depending on
the phenotype sought. The free text of the clinical
note is a rich resource where providers record the
history as told to them by their patients and their
interpretation of the history. A review of these
notes would provide the best snapshot of the
patient’s symptoms and history; however, the high
cost of manual review has limited the use of this
resource for large-scale projects.
The advent of natural language processing (NLP)

has allowed healthcare systems to tap into the free
text of electronic health records for clinical care,
quality improvement, public health surveillance,
and research.6–9 Identifying phenotypic characteris-
tics of patients has been an important next step in
using NLP. The free text has been used to supple-
ment structured data in identifying specific pheno-
types of patients for clinical operations and
recruitment of patients for clinical trials and
research.10–13

Working with the free text of medical records
poses challenges in the form of the availability of
NLP tools and the expertise to use them.9 The
availability of ‘big data’ poses another challenge in
terms of computing resources, timeliness, and com-
pleteness of trying to process millions or billions of
records. While all free text notes may be available
in large healthcare systems and academic medical
centers, depending on the question being asked, it
may not be necessary to process each and every
document. There are limited studies on strategies
designed to increase the efficiency of processing
document corpora by identifying documents with
the highest yield.14

We sought to address the challenges of phenotyp-
ing a large population based on information
extracted from text notes. We investigated a strat-
egy that increases the efficiency and usefulness of
an NLP pipeline by targeting those notes that have
the highest yield of the concepts of interest. This
project addresses the following two key research
questions. (1) Of all the different note titles used in
a large healthcare system such as the US
Department of Veterans Affairs (VA) medical facil-
ities, which titles have the highest yield in terms of
returning the most extracted psychosocial concepts
per document processed using an NLP pipeline
(‘hit rate’ for a given set of psychosocial concepts)?
(2) Of those note titles with the highest hit rate for
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concepts, which are high yield in terms of precision (or positive
predictive value) of the various concepts identified by NLP? The
goal is to develop evidence-based algorithms to improve effi-
ciency and high-throughput phenotyping using NLP on the free
text of clinical documents that can supplement the phenotyping
of patients from administrative data.

METHODS
Setting and note corpus
The VA is one of the largest providers of healthcare in the USA.
Approximately 15 million Veterans of the US military are
enrolled in the VA system, and, each year, nearly 3 million
Veterans are provided with care in nearly 150 facilities spread
across the country. Research using VA data is conducted using
various national databases available within the Veterans
Informatics, Information, and Computing Infrastructure
(VINCI), which provides centralized access to VA data resources
and creates an integrated suite of databases in a computing
environment to provide secure access to comprehensive VA
healthcare data, including the full spectrum of text notes and
administrative data.15 Of the nearly 1.6 billion free text docu-
ments available to researchers, a corpus analysis revealed a set
of 220 enterprise standard note titles used throughout the VA
system ranging from ‘acupuncture’ to ‘wound care’.
Approximately 650 000 documents are added to the warehouse
each day from VA clinical operations.

An NLP pipeline
An NLP tool to extract psychosocial concepts was developed
using annotators from v3NLP, a UIMA-AS-based framework
developed by VINCI. v3NLP is closest in terms of architecture
and underlying techniques to the clinical Text Analysis and
Knowledge Extraction System (cTAKES) and uses several
morpho/syntactic components, including its part of speech
tagger and phrase chunker.16 Savova et al16 benchmarked
cTAKES’ components and overall performance on five external
tasks, with reports of precision of 0.89 and recall of 0.77.
v3NLP inherits its phrase-to-concept mapping techniques from
MetaMap, using MetaMap directly to retrieve Unified Medical
Language System (UMLS) concepts and using an evolved lexical
lookup technique (from MetaMap’s java implementation:
MMTx) when looking for local terminology. MetaMap has
been benchmarked in several clinical and biomedical literature
domains including emergency department reports (precision
0.56, recall 0.72), radiology reports (precision 0.63, recall 0.80,
F score 0.70), history and physical notes (precision 0.65, recall
0.92, F score 0.76), and for discharge summaries (precision
0.82, recall 0.88, F score 0.85).17–19 v3NLP inherited its sectio-
nizer and implementation of negation20 from Hitex. Hitex has
been benchmarked on external tasks such as the i2b2 smoking
cessation challenge (overall precision reported as 0.82).21

Annotator modules have also been used to identify slot:value
and check box type of statements in the free text.

Development of lexicon for psychosocial concepts related to
homelessness and NLP pipeline
We first developed a set of lexical terms for all psychosocial con-
cepts related to homelessness based on the published literature,
review of medical records of patients experiencing homeless-
ness, and domain expertise. The 300+ individual terms in the
lexicon were mapped to UMLS using a concept extraction tool
similar to MetaMap (in-house tool called Sophia) using the
UMLS 2011AA Level 0+Level 9 terminologies version of
the Metathesaurus. We found that approximately 28% of the

lexicon terms mapped to UMLS concepts; these same terms also
mapped to SNOMED-CT IDs. Human review was performed
with the aid of National Library of Medicine’s (NLM) Semantic
Navigator tool, which visually displays the semantic quality of
query terms. The tool allows one to review and traverse the
hierarchical relationships between terms within the UMLS.
Synonymy was considered along with other lexical variation to
the extent that the synonymy was generated via NLM’s Lexical
Variant Generation tool and to the extent that NLM’s Semantic
Navigator Tool utilizes the synonymy inherent within the con-
struction of UMLS concepts.

The individual psychosocial concepts were binned into 16
concept categories. Some of these, such as alcohol abuse, sub-
stance abuse, and psychiatric disorders, are based on existing
hierarchical and ontology-based semantic categories from stan-
dardized terminologies including SNOMED-CT. Several cat-
egories were developed on the basis of clinical experience (eg,
direct evidence of homelessness, social stressors, incarceration-
related); these are patient-oriented and informative (self-
explanatory) when reporting the psychosocial phenotype of
patients and have, in general, poor mapping to standardized ter-
minologies. The use of a local concept annotator module was
determined to be more efficacious than using a generic concept
extraction annotator such as MetaMap to identify and label clin-
ical statements with UMLS concept attributes22 or using
SNOMED-CT. This also resulted in greater processing speed
when scaling to large corpora of complex clinical text.

Selecting a random corpus for high-yield document analysis
and determining ‘hit rate’
We define a hit as a concept extracted from the document
through NLP. Hit rates from NLP of free text documents are
considered in the first step without regard to whether those hit
rates represent true positives or false positives at the concept
level.

To address the first research question (which of the 220 enter-
prise standard note titles have the best yield in terms of hit rate
of finding concepts), the metrics calculated through NLP of the
document corpus were: (1) raw mean number of concepts per
all documents; (2) percentage of documents containing a
concept hit; (3) mean number of concepts per document, given
that at least one concept was found in a document (containing
document). Although the metrics are quite similar, they give
three different perspectives on the data. Metric 1 was used as
the primary outcome of interest; however, the more conserva-
tive estimates from metric 2 were used to calculate the sample
sizes. Sample sizes were determined to give a 95% CI width of
less than 5% for any proportion with 80% power on the pro-
portion in metric 2. This yielded a sample size of 1500 docu-
ments on each of the 220 enterprise note titles.

Documents were chosen as a simple random sample within
each enterprise note title from the corpus of available docu-
ments in VINCI. Time and patient dependence were not consid-
ered, as documents were chosen from a large corpus of 1.6
billion documents from at least 9 million Veterans over a
20-year time period. The probability that two or more docu-
ments were from the same individual Veteran was considered to
be small.

Determining precision by human review of extracted
concepts
To address the second question (which of the note titles with
the highest yield for concepts (hit rate) provided the best
resource in terms of precision for the concepts identified by the

e356 Gundlapalli AV, et al. J Am Med Inform Assoc 2013;20:e355–e364. doi:10.1136/amiajnl-2013-001946

Research and applications



NLP pipeline), we performed a manual review of a subset of the
hits. The criteria for choosing documents and concepts for
review were based on: (1) highest raw hit rate; (2) highest per-
centage of documents containing concepts; (3) rate of concepts
per containing documents to account for documents containing
clusters of various concepts.

We reviewed the top 25 document titles plus another 10 note
titles that were determined to be high yield by overlapping defi-
nitions of hit rates described above. We reviewed a subset of
documents to estimate the false positive rate, which was then
used to determine the precision of the NLP pipeline with
respect to the various concept categories. On the basis of the
need to obtain estimated CIs that are less than 15% total width
and assuming a working value of 80% for precision (based on
the preliminary evaluation of the NLP pipeline), we determined
that we would need to review at least 185 extracted concepts
per high yield title.

Documents were randomly sampled from each title to obtain
at least 185 concepts per note title for human review.
Documents containing concepts were displayed using an annota-
tion tool developed for ease of annotating false positives and
the reasons for the false positivity.23 The file format for the
documents was based on Knowtator, a widely used annotation
tool.24 Two experienced reviewers performed the false positive
error analysis, with one checking the work of the other.
Discrepancies between the reviewers were adjudicated by discus-
sion between the two reviewers. The metrics reported were pre-
cision rate per note title, the reasons for the false positivity, and
a ranking of the note titles by precision of concept categories to
determine the best documents for psychosocial phenotyping
using an NLP pipeline.

Sensitivity (or recall) analyses by human review of
documents
Two trained human reviewers manually evaluated a random set
of documents drawn from the top 35 high-yield (and other)
note titles as described above to annotate psychosocial concepts
based on the lexicon. Documents were selected at random from
the entire set of titles without considering note title. This was to
estimate the marginal sensitivity over the high-yield documents.
Marginal performance was chosen to be estimated over

title-specific performances because of the prohibitively large
sample sizes that would have been required to estimate title-
specific sensitivity. The performance of v3NLP on the set of
documents was compared with the human review (considered
to be the reference standard for this task). We report the trad-
itional sensitivity in terms of annotated concepts. We also report
how v3NLP fared on those documents that were found to have
no concepts based on human review.

Data analyses were performed using the open source R statis-
tical package.25 This study was reviewed and approved by the
Research and Development Committee of the VA Salt Lake City
Health Care System and the Institutional Review Board of the
University of Utah.

RESULTS
Relative proportion of note titles in the VA database
As shown in figure 1, the 220 note titles varied widely in their
relative proportion in the entire document corpus. Nursing
notes, addendum, primary care, mental health, psychiatry, and
social work were among the most prevalent. A large proportion
of notes that did not contain clinical information were labeled
‘null-undefined-empty’. As an example, history and physical
notes (H&P) and homeless program notes were relatively under-
represented in the document corpus.

Hit rate of concepts on random corpus of 316 455
documents representing all note titles
The random corpus comprised 316 455 documents from 218
enterprise standard note titles (as opposed to an expected set of
220×1500=330 000), as 34 note titles had between 1490 and
1499 documents and nine sparingly used note titles had
between 1 and 807 documents. The ‘null-undefined-empty’
note title, which represents 6.3% of the entire database corpus,
was not sampled, and another note title was not sampled
because of a technical issue (0.3% of the entire database
corpus).

The NLP pipeline returned a total of 58 707 concepts from
this large corpus in 16 concept categories for an overall hit rate
of 0.2 concepts per document (median 0.1, range 1.6–0). The
concept categories used for this analysis were granular in nature
and provided the basis for psychosocial phenotyping based on

Figure 1 Relative proportions of
220 US Department of Veterans Affairs
(VA) enterprise note titles in document
corpus.
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the presence of individual concept terms (table 1). The concept
categories comprising the greatest number of hits were mental
health (25.3% of total), followed by substance abuse related
(21.4%), alcohol related (13.8%), social stressors (10.6%), and
direct evidence of homelessness (8.3%). The full set of enter-
prise standard note titles available in the VA database is pre-
sented in online supplementary table S1 with their psychosocial
concept hit rates.

High-yield note titles based on hit rate
With regard to hit rate for psychosocial concepts, there was
large variation among the 218 note titles, with ‘blood banking
transfusion’ and ‘immunization note’ yielding a hit rate of
nearly 0 and the ‘homeless program’ note yielding a hit rate of
1.6 (figure 2). The average number of concepts per note title
was 276 (median 161, range 3–2396).

In terms of the number of concepts by note title (hit rate), the
top 25 titles are shown in table 2. Notes associated with services
provided to homeless Veterans were among the high-yield set
for hit rate (homeless program note, addiction severity index
note, addiction psychiatry, substance abuse treatment program).
The notes with the highest hit rate for psychosocial concepts
were greatly under-represented in the main corpus, with only
four note titles (substance abuse treatment program, psychiatry,
mental health, and social work) crossing the 1% mark. The top
25 note titles account for just under 12% of all documents in
the corpus, yet contain 44.4% of all the concepts extracted by

the NLP pipeline (26 087 of 58 707). Figure 3 shows the preva-
lence of concepts by category among the top 25 note titles com-
pared with the total concepts extracted. Other than
‘homelessness-related needs’ and ‘ethnicity’, other concept cat-
egories are well represented in the high hit rate set.

Precision of NLP-extracted concepts as determined by
human review
The sample set for human review consisted of 3526 documents
from 35 note titles with a total of 6031 concepts in all 16
concept categories. Evaluation of this sample of concepts by
two trained reviewers (with an inter-rater agreement of 95%)
yielded an overall precision of 80% with 1223 false positive
concepts. There was a large variation in the precision among
the different concept categories and note titles. Table 3 shows
the precision of various concept categories by grouped note
titles. For example, concepts related to alcohol and substance
abuse (typical terms listed in table 1) were found in 33 of the
35 note titles except for ‘donor note’ and ‘military sexual
trauma’ note. Precision ranged from a low of 33% in ‘medical
specialty’ notes (95% CI 1% to 43%) to 83% in ‘mental health’
notes (95% CI 37% to 97%). Direct evidence of homelessness,
mental health, and social stressor concepts were found in nearly
all 35 note titles reviewed and had an overall high precision of
83–100%, with the exception of primary care notes. Social
stressors were found in all note titles, and the extraction per-
formed well, with the precision being greater than 80% (95%

Table 1 Concept categories and individual concept terms developed as part of a lexicon on psychosocial concepts related to homelessness and
numbers of concepts extracted from a large document corpus of 316 455 documents representing 218 note titles from the US Department of
Veterans Affairs (VA) electronic medical record database

Concept category Examples of concepts

Raw number of concepts extracted
from 316 355-document corpus
(% of 58 707 total concepts)

Homelessness related
Direct evidence of
homelessness

Sleeping in park, living on the street, living in the shelter, Domiciliary Care for Homeless
Veterans, VA Supportive Housing (VASH), Healthcare for Homeless Veterans

4860 (8.3)

Doubling up (at risk of
homelessness)

Doubled up, couch surfing, crashing in friend’s house 69 (0.1)

Homelessness-related needs Needs socks, needs sleeping bag 6 (0)
Mental health
Psychiatric disorders Severe and persistent mental illness, schizophrenia, psychosis, depression, bipolar disorder,

antisocial personality disorder
14 831 (25.3)

Suicide related High risk for suicide 102 (0.2)
Behavioral health related
Alcohol related Alcohol or ethanol abuse/dependence, binge drinking, Alcoholics Anonymous groups 8093 (13.8)
Substance abuse related Substance abuse treatment program, substance abuse groups, drug rehab, detoxification 12 552 (21.4)
Alcohol and substance abuse
related

Alcohol/drug abuse 3932 (6.7)

Social stressors Limited social support, unemployed, divorced, separated 6210 (10.6)
Legal and incarceration
related

On parole, on probation, history of incarceration, legal problems, Healthcare for Re-Entry
Veterans

1225 (2.1)

Pathological gambling Pathological gambling 18 (0)
Utilization and
non-compliance

Non-adherence, non-compliant, missed appointments, emergency medical services, EMS 577 (1)

Trauma related
Military sexual trauma Military sexual trauma, MST 1339 (2.3)
Other sexual trauma Sexual abuse, sexual trauma 2990 (5.1)

Other risks
Ethnicity Native American ethnicity 305 (0.5)
Comorbidities: HIV and
hepatitis C

HIV, AIDS, hepatitis C 1598 (2.7)
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CI 62% to 97%) in most notes. Concepts related to utilization
of and non-compliance with care were among the poorest per-
formers, with an overall precision of 59% (95% CI 13% to
93%), with several note titles exhibiting 100% false positivity.
With the inherent limitations of comparing our work with prior
trials in the field with regard to concepts of interest, our overall
precision of 80% (95% CI 42% to 93%) compares favorably
with those reported from emergency department reports (preci-
sion 0.72), radiology reports (0.63), history and physical notes
(0.65), discharge summaries (0.82), and smoking status

identification (0.82).18 19 21 The full table of the precision of
concept categories by individual note titles (for the 35 note
titles reviewed) is presented as online supplementary table S2A.
Online supplementary table S2B provides the upper and lower
bounds for the precision by concept category and by document
title.

Reasons for false positivity
The reasons for false positivity were binned into five categories
by human review: (1) context of the word or alternate meaning

Table 2 High-yield note titles for psychosocial concepts related to homelessness based on hits using natural language processing of free text
of documents from the US Department of Veterans Affairs (VA) database

Top 25 note titles based
on concept hit rate

% of all documents
in VA database

Total documents
processed (N)

Raw number
of concepts

Hit rate of
concepts per N

Number of documents
containing at least one
concept (% of N)

Hit rate of concepts
per containing
documents

Homeless program 0.09 1500 2396 1.6 984 (66) 2.4
Addiction severity index note 0.02 1500 1947 1.3 1126 (75) 1.7
Military sexual trauma note 0.01 1500 1813 1.2 1174 (78) 1.5

Addiction psychiatry 0.23 1500 1410 0.9 734 (49) 1.9
Substance abuse treatment
program

1.00 1500 1371 0.9 695 (46) 2.0

Psychiatry 2.64 1500 1147 0.8 616 (41) 1.9
Outreach note 0.07 1500 1111 0.7 568 (38) 2.0
Group counseling note 0.25 1500 1030 0.7 541 (36) 1.9
Crisis 0.01 1500 1029 0.7 533 (36) 1.9
Hepatology 0.04 1500 1004 0.7 604 (40) 1.7
Mental health 4.56 1500 979 0.7 573 (38) 1.7
Suicide 0.06 1500 941 0.6 599 (40) 1.6

Counseling 0.01 1499 854 0.6 481 (32) 1.8
Vocational rehabilitation 0.12 1500 853 0.6 469 (31) 1.8
Day hospitalization 0.04 1500 852 0.6 501 (33) 1.7
Certificate 0.01 1500 823 0.5 414 (28) 2.0
Domiciliary 0.36 1500 815 0.5 398 (27) 2.0
History and physical note 0.28 1500 808 0.5 455 (30) 1.8
Geriatric psychiatry 0.01 1494 798 0.5 514 (34) 1.6
Social work 1.70 1500 760 0.5 424 (28) 1.8
Traumatic brain injury note 0.01 1500 716 0.5 482 (32) 1.5
Annual evaluation note 0.02 1499 699 0.5 531 (35) 1.3
Treatment plan 0.36 1500 670 0.4 360 (24) 1.9
Conference note 0.01 1499 643 0.4 381 (25) 1.7
Neuropsychology 0.02 1500 618 0.4 402 (27) 1.5

Figure 2 Histogram of rank of the
concept hit rate of psychosocial
concepts extracted by the natural
language processing (NLP) pipeline per
note title of 218 note titles from the
US Department of Veterans Affairs (VA)
database. Concepts from the dark
shaded note titles were evaluated by
human reviewers for the false positive
analysis as described in the methods.
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of word or abbreviation; (2) experiencer other than Veteran; (3)
formatting of text; (4) negation; (5) templating or section
heading. As shown in figure 4, the note titles varied with
respect to the reasons for false positivity of concepts extracted
from those note titles. Notes such as ‘annual evaluation note’,
‘donor note’, ‘military sexual trauma note’, and ‘visual rehabili-
tation’ were found to contain mostly templated sections with
question/answer format used for screening for a particular con-
dition. These templated sections contributed to the high false
positivity rates in these note titles. Alternate meanings of the
word and abbreviation caused a change in contextual meaning
of the concepts; this resulted in false positivity in several note
titles. Similarly, mislabeling of negated concepts was a promin-
ent reason in several note titles. In a number of situations, con-
cepts were noted to be false positive because of the concept
referring to someone other than the Veteran. The formatting of
the text in some notes leading to words being split by a carriage
return resulted in several false positives. Examples of phrases
that resulted in false positives are presented in figure 5. Detailed
tables of reasons for false positivity for all 35 note titles and by
concept category are presented as online supplementary tables
S3 and S4.

Sensitivity analyses based on human review of a set of
documents
From a document set of 450, of the 410 documents that con-
tained at least one concept, v3NLP detected 131 of the 266
concepts identified by human review, resulting in a sensitivity of
49% (95% CI 43% to 55%). Of the 40 documents that con-
tained no concepts by human review, v3NLP identified 35 of
these correctly.

DISCUSSION
The increase in the availability of NLP and the desire to unlock
rich clinical information from the free text of electronic medical
notes highlight the essential need for developing efficiencies in
processing large corpora of free text. It would be ideal to
process every single note available and extract all possible con-
cepts and phenotypes for the patient from text data using one
broad-based NLP pipeline (and this has been discussed in

various settings). However, this would require immense
resources and would probably cause bottlenecks in processing
and storage of output. It is imperative that we develop efficient
strategies to improve phenotyping using NLP.

We report the first large-scale psychosocial phenotyping of
patients using text data. Our work demonstrates that, depending
on the question being asked, it may not be necessary to process
all documents using NLP. This is likely to be important for clin-
ical research and operations-related applications of these
methods.

We validate a strategy whereby high-yield document types
(note titles) are identified for hit rate of psychosocial concepts
and for precision at the concept level. While we acknowledge
the limitations of the technique and an overall precision of
80% that matches prior work in the field, we feel these results
should be of interest and use to other researchers and oper-
ational partners in the VA who have an interest in determining
psychosocial phenotypes of patients. Furthermore, the strategy
of scaling to large corpora is probably generalizable to other
large healthcare systems and academic medical centers with
‘big data’.22

Further validation of our strategy is the relative under-
representation of the high-yield note titles in the general docu-
ment corpus: 12% of the notes account for 44% of the con-
cepts. Most categories of concepts are well represented in the
high-yield note titles. This indicates that specific providers and
services record these concepts in specific notes, thus providing a
strong argument for ignoring notes with low hit rates. This is
probably due to sub-language differences among clinical docu-
ments,26 and a partial lexeme analysis can be inferred from the
results presented in this study. The method presented here is an
efficient way to identify notes with a high yield of true positives.
Thus, extracting detailed psychosocial concepts with acceptable
precision can be achieved by targeting specific note titles
(table 3). This has positive implications for setting up preproces-
sing steps that limit the corpus of text needed to be processed
through NLP. This also allows targeted education of providers
and development of informatics solutions to help them improve
their documentation so that the data capture at the back-end is
improved.27

Figure 3 Relative prevalence of
psychosocial concepts extracted by
natural language processing in note
titles with highest concept hit rate (top
25) compared with the other 193 note
titles in the document corpus.
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Table 3 Precision rates (as %) for various categories of psychosocial concepts extracted by v3NLP from 35 high-yield note titles from the US Department of Veterans Affairs (VA) database as
determined by human review

Category

Number of
documents
reviewed

Number of
concepts
reviewed

Alcohol and
substance
abuse

Alcohol
related

Direct
evidence

Legal and
incarceration
related

Medical
comorbidities

Mental
health

Sexual
and other
trauma

Social
stressors

Substance
abuse
related

Utilization and
non-compliance

Administrative
Certificate, conference note and donor note

240 439 53 58 97 75 51 94 50 97 53 –

Homeless program
Compensated work therapy, homeless
program and outreach note

279 560 78 92 97 97 100 93 83 95 74 23

Inpatient related
Admission, day hospitalization, history and
physical note, and discharge

425 745 78 83 90 77 61 90 48 96 70 100

Medical specialty
Hepatology, medical toxicology note,
neuropsychology, telemedicine, traumatic
brain injury, vision rehabilitation

618 901 33 58 83 67 77 82 20 87 47 47

Mental health
Addiction psychiatry, addiction severity index
note, counseling, crisis, geriatric psychiatry,
group counseling note, mental health,
military sexual trauma, psychiatry, suicide,
treatment plan

1164 2005 83 87 100 78 80 92 80 89 82 67

Primary care
Annual evaluation note, initial evaluation
note, telehealth

309 447 72 60 46 100 50 67 37 73 51 –

Social work
Domiciliary, residential facility, social work
substance abuse treatment program, vocal
rehabilitation

491 935 69 95 92 86 100 100 67 86 95 40

The concept categories, homeless-related needs, military sexual trauma, doubling up, other risks, pathological gambling, and suicide-related, are not shown, as they were extracted from fewer than five note titles.
Shading indicates precision: pink, 76–100%; dark blue, 50–75%; light blue, <50%.
NLP, natural language processing.
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Several of the reasons uncovered for false positivity have been
largely described in the literature. Negation and reference to
another experiencer have long been recognized as a challenge
for NLP,20 28–30 as has been disambiguation of words and abbre-
viations.31 32 The templating seen in VA medical notes poses a
special challenge and merits further study. Of interest, we did
not see examples of anaphoric expressions as reasons for false
positivity in this particular review.33

The usual statistical assumption is that false positivity does
not correlate with baseline prevalence. We found that hit rate

does somewhat crudely correlate with false positivity (figure 4),
thus uncovering a situation similar to spectrum bias where the
performance of a test varies when applied to different sub-
groups.34 This may be due to the features noted in the VA text
corpus and is likely to be seen in other large electronic medical
record databases.

Some of the results are intuitive and self-evident with regard
to note titles and the concepts found within them (homeless
notes, addiction psychiatry, mental health, suicide, etc). In this
setting, it may be argued that a time- and resource-intensive

Figure 4 Bar graph representation of reasons for false positivity of 1223 concepts as determined by human review of a total of 6031 concepts
extracted by natural language processing from 35 note titles; the note titles are ordered by their hit rate (highest to lowest).

Figure 5 Examples of phrases and terms leading to false positives of concepts identified by natural language processing of US Department of
Veterans Affairs (VA) text documents.
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NLP pipeline is unnecessary to identify these concepts. The
counter argument is that the NLP pipeline offers a rich training
environment for machine learning algorithms that could be used
to identify specific or rare phenotypes or develop prediction
models for clinical care. Furthermore, processing serial or ‘life-
time’ documents for patients may provide phenotyping data that
are richer than what can be inferred from administrative data
alone. These include severity of disease, temporality, response to
treatment, epidemiologic history, and other elements not easily
captured in structured format.

While this work described findings at the document level, a
natural next step would be to identify phenotypes at the patient
level. One concept category, or a risk factor, may be noted in a
patient’s chart repeatedly in different note titles by different
authors. Some concept categories may also be extracted from
structured data—for example, mental health disease diagnoses
from ICD-9-CM CM codes. By combining NLP outputs from
different notes and structured data, a more refined phenotypic
inference could be made at the patient level.

The false positivity review is our starting point for the next
iteration of the NLP pipeline to improve performance. Other
negation annotators are now being installed in v3NLP. Separate
modules are being added to address the problem of the ‘experi-
encer’ being someone other than the patient. The templating
annotator modules created for this task were designed to handle
the ‘easy to recognize’ patterns, with the expectation that a
more robust machine learning technique being developed by
other VA researchers would be brought on-line when available.

Developing system architectures that support the reuse of
software components in a modular and interchangeable fashion,
which in turn would improve efficiency and allow scaling up to
medium-to-large scale corpora with complex linguistic annota-
tions, remains a challenge for clinical and research informatics.
The VA continues to develop v3NLP and other tools to address
these issues.

We acknowledge several limitations of this study. Although it
is known anecdotally that structured data such as ICD-9-CM
codes do not capture all the diagnoses/issues that the patient is
experiencing, we did not formally compare the ICD-9-CM
codes associated with the visit for which the note was gener-
ated with the concepts extracted from the free text for this
random document corpus. In reviewing the availability of
ICD-9-CM codes for each of the concept categories, several
are evident for psychiatric disorders, alcohol and substance
abuse, HIV, hepatitis C, and direct evidence of homelessness.
However, for many of the social stressors—legal/incarceration-
related concepts, utilization/non-compliance, and sexual trauma
—the coverage by ICD-9-CM codes is limited. Preliminary
studies using NLP on free text of medical records have pro-
vided an adjusted prevalence of homelessness that is closer to
official VA estimates and an improvement over estimates using
only structured data.35

Any lexicon of concepts is likely to be incomplete and so it is
possible that we were not able to capture all lexical and seman-
tic variations of the psychosocial concepts found in the free text
of VA documents. As can be expected of NLP surveillance tech-
niques using keywords, terms and phrases, the sensitivity of the
system is modest at best (49%). The false negativity of the NLP
pipeline was not addressed in this study because of the size of
the corpus and the resources that would be required to perform
manual review of all notes and concepts in those notes. In this
regard, the hit rate does not consider false negatives.

Further work is needed to improve performance and also to
apply the NLP techniques developed to identifying patients at

risk of homelessness and other issues related to psychosocial
stressors such as suicide.36 Developing a robust reference set for,
and analyzing differences in number and density of concepts
among, different groups of patients would be an important next
step. It is possible that use of the synonymy and hierarchies in
terminologies such as SNOMED-CTwould be one path forward
for improving the performance of the NLP technique. Similarly,
a subset analysis of high- and low-yield documents might be
helpful in finding areas where the performance is maximized.
Applying machine learning methods to concept extraction
would also be an important step forward. Acceptable perform-
ance characteristics will depend on the question being asked of
the NLP system and the real world objective that is being
addressed. Researchers and end-users of the system will have to
strike a balance between performance, the resources and time
required to further improve performance, and the clinical/oper-
ational utility of the system.

CONCLUSIONS
Our work shows that, depending on the question being posed
of the NLP pipeline, high-throughput phenotyping need not
necessarily involve the entire document corpus. While this is a
positive result in terms of high-throughput processing of large
corpora of free text documents, it is important to be aware of
the limitations with regard to precision and sensitivity of identi-
fying individual concepts from the free text. Operationally
acceptable performance may be achieved by targeting specific
document types from large corporate data warehouses that are
known to be ‘high yield’ both in terms of raw hit rates and pre-
cision. With modest up-front resources and work on the domain
of interest, this methodology has the potential to improve effi-
ciency of phenotyping using NLP while scaling to large corpora.
Further work is needed to maximize performance at the individ-
ual concept level and how this would relate, and add value, to
identifying the psychosocial phenotype at the patient level using
all available data.
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