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Training-Induced Changes in Inhibitory Control Network
Activity

Elliot T. Berkman, Lauren E. Kahn, and Junaid S. Merchant
Department of Psychology, University of Oregon, Eugene, Oregon 97403

Despite extensive research on inhibitory control (IC) and its neural systems, the questions of whether IC can be improved with training
and how the associated neural systems change are understudied. Behavioral evidence suggests that performance on IC tasks improves
with training but that these gains do not transfer to other tasks, and almost nothing is known about how activation in IC-related brain
regions changes with training. Human participants were randomly assigned to receive IC training (N = 30) on an adaptive version of the
stop-signal task (SST) or an active sham-training (N = 30) during 10 sessions across 3 weeks. Neural activation during the SST before and
after training was assessed in both groups using functional magnetic resonance imaging. Performance on the SST improved significantly
more in the training group than in the control group. The pattern of neuroimaging results was consistent with a proactive control model
such that activity in key parts of the IC network shifted earlier in time within the trial, becoming associated with cues that anticipated the
upcoming need for IC. Specifically, activity in the inferior frontal gyrus decreased during the implementation of control (i.e., stopping)
and increased during cues that preceded the implementation of IC from pretraining to post-training. Also, steeper behavioral improve-
ment in the training group correlated with activation increases during the cue phase and decreases during implementation in the
dorsolateral prefrontal cortex. These results are the first to uncover the neural pathways for training-related improvements in IC and can

explain previous null findings of IC training transfer.

Introduction

The neurocognitive systems involved in inhibitory control (IC)
are well characterized (Boucher et al., 2007; Wiecki and Frank,
2013), but relatively little work investigates whether and how IC
performance can be improved with training. The present study
used an IC training experiment with pretraining and post-
training neuroimaging to characterize how the neural systems
involved in IC change with training.

IC is commonly studied using paradigms, such as the stop-
signal task (SST), wherein an ongoing motor response is inhib-
ited or overcome. Performance on the SST is correlated with
outcomes, such as drug abuse (Monterosso et al., 2005) and reg-
ulation of craving for cigarettes among smokers attempting to
quit (Berkman et al., 2011), and researchers have begun to iden-
tify the differential contributions of regions typically active dur-
ing the task, including rule representation and response selection
in the dorsolateral prefrontal cortex (DLPFC; Miller and Cohen,
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2001), monitoring and error detection in the anterior cingulate
cortex (ACC; Munakata et al., 2011), behavioral gating in the
basal ganglia (BG; Frank et al., 2001), and response inhibition in
an interaction between the subthalamic nucleus and inferior
frontal gyrus (IFG) modulated by the presupplementary motor
area (preSMA; Frank, 2006; Aron et al., 2007; Sharp et al., 2010).

Compared with this wealth of knowledge, the literature on IC
training is relatively impoverished. Two studies have found null
effects of IC training (Logan and Burkell, 1986; Cohen and Pol-
drack, 2008), and meta-analyses of executive function training
(including working memory and attention as well as IC) find
mixed evidence for training effects, and little or no evidence for
training transfer (Owen et al., 2010; Shipstead et al., 2012; Melby-
Lervag and Hulme, 2013). Thus, part of the lack of research in this
area might be due to the notion that IC is “untrainable” even
though related executive skills (Gray et al., 2003), such as atten-
tion (Choi et al., 2012) and working memory (Olesen et al., 2004;
Jaeggi et al., 2011), can improve with training. Executive skills
training studies have noted that effective training protocols tend
to have high dosage and employ an adaptive design to maintain
an engaging level of challenge (Holmes et al., 2009; Thorell et al.,
2009; Diamond and Lee, 2011), so it may be that IC is trainable
but the training tasks used previously were inadequate in form,
dosage, or both. An alternative approach would be to use a
variable-criterion task (e.g., the SST), where difficulty adapts to
performance and related factors (e.g., task motivation) as they
wax and wane.

The goal of the present study is to directly address these issues
using an adaptive IC training task in combination with functional
neuroimaging pretraining and post-training. We hypothesize
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that (1) IC performance will improve with sufficient training
dosage of an adaptive task, (2) there will be alterations in the
activity in the IC network (or subparts of the network) as a func-
tion of training, and (3) the nature of these changes will help
explain the lack of training and transfer effects in previous studies
of IC training.

Materials and Methods

Participants

A total of 60 participants (27 males and 33 females) aged 18-30 years
(mean, 21.63 years; SD, 2.99) were recruited from the University of Or-
egon campus. The ethnicity of the participants was representative of the
local region: 84% Caucasian, 4% Asian or Pacific Islander, 7% Hispanic,
and 5% other. Before the first session, participants were screened on the
phone for handedness (right-handed only), neurological disorders,
mood disorders, and any MRI contraindications (e.g., metal implants).
Those participants passing screening were scheduled for a baseline func-
tional magnetic resonance imaging (fMRI) session that took place at the
Lewis Center for Neuroimaging (LCNI) at the University of Oregon.
There, all participants gave informed consent according to a protocol
approved by our institutional review board.

Procedure overview

The study took place in three phases (baseline, training, endpoint) across
~23 d. In the baseline phase, whole-brain fMRI data were acquired at the
LCNI while participants completed two runs of the classic SST (Verbrug-
gen and Logan, 2008a) and then two other tasks not related to inhibitory
motor control (which will therefore not be discussed further here; per-
formance and change over time on the SST was not related to perfor-
mance or change on the other tasks). Participants also completed a series
of unrelated questionnaire measures after the scan. At the end of the
baseline session, participants were randomly assigned to either a training
group, which received training in the SST during the training phase, or a
sham-training group, which received training in a two-alternative forced-
choice reaction time task (i.e., the SST without stop trials). Training began
1-2 d following the baseline session (mean, 1.58 d; SD, 0.72), and took place
across 10 sessions that occurred approximately every other day for 3 weeks
(mean, 18.98 d; SD = 1.94). The training sessions were held in behavioral
testing rooms in the Department of Psychology. All participants completed
all 10 training sessions. Finally, 1-2 d following the last training session
(mean, 1.70 d; SD, 1.12), participants returned to the LCNI for an endpoint
fMRI session that was identical to the baseline session.

Task
Baseline and endpoint sessions. Participants completed two 6 min runs of the
SST at each of the baseline and endpoint sessions. Each trial consisted of a cue
indicating the start of a trial (500 ms), followed by an arrow pointing either
left or right (with 1:1 relative frequency) that served as the go signal (1000
ms), and then an intertrial interval of variable duration (mean, 1400 ms;
jittered following a gamma distribution). Participants were instructed to
press the left or right arrow key as quickly as possible in response to the go
signal. On 25% of the trials, an auditory stop signal was played after the go
signal at a variable latency known as the stop-signal delay (SSD). Participants
were instructed to withhold their button press on trials in which a stop signal
sounded. The SSD was adjusted by 50 ms after each stop trial using a staircase
function that increased for successful stops and decreased for failed stops.
Two independent staircases alternated control over the SSD in blocks of
eight trials until 50% response accuracy was reached on stop trials. The
critical measure, the stop-signal response time (SSRT), is an index of the
efficiency of the inhibitory control process. The SSRT is calculated as the dif-
ference between the speed of the stop process and the SSD. Here, we used the
integration method to estimate the speed of the stop process because it was
recently shown to be less biased than the alternative mean method (Verbrug-
gen et al., 2013a). Each run consisted of 128 trials (32 stop trials) and lasted
6:06 min. The SSRT was computed separately for each run and averaged
across the two runs at each time point to create a composite measure of IC
ability at baseline and endpoint.

Training sessions. Each training session consisted of one run of the SST
runs described above, modified in two ways. First, the starting value of
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the SSD at each session was set as the estimated SSD from the previous
session, allowing for the task to continuously adapt its difficulty level to
maintain 50% accuracy despite potential changes in performance across
training sessions. Second, the cue indicating the start of each trial
changed color (from white) if the go response time based on a 16-trial
moving average increased by 1 SD (to yellow) and 2 SDs (to red). This
change was implemented to discourage participants from slowing their
responses to accommodate stop trials and instead encourage participants
to respond as quickly as possible to the go signals, which has been shown
to decrease the bias and increase the efficiency of SSRT estimation (Ver-
bruggen et al., 2013a).

Participants in the sham-training group completed the same SST as
participants in the training group but with no stop signals. Thus, estima-
tion of the SSRT for these participants during the sham-training sessions
was not possible.

Behavioral data analysis

We estimated the SSRT for both groups at baseline and endpoint, and at
each training session for the training group. At the group level, these data
allowed for test of the interaction between group (training, sham-
training) and time (baseline, endpoint) on SSRT, and simple main effects
of time within the training group and sham training groups separately,
and of group at the baseline and endpoint sessions separately. Also, we
estimated the best fitting linear slope of the SSRT's across the 10 training
sessions for each participant in the training group using linear regression.
Steeper, more negative slopes indicate more effective training in stopping
efficiency throughout the course of training.

fMRI acquisition and data analysis

Neuroimaging data were acquired using a 3.0 tesla Siemens Allegra head-
only scanner at the University of Oregon’s Robert and Beverly Lewis
Center for Neuroimaging. Blood oxygen level-dependent (BOLD) echo-
planar images were acquired with a T2*-weighted gradient echo se-
quence (TR, 2000 ms; TE, 30 ms; flip angle, 80°; matrix size, 64 X 64; 32
contiguous axial slices with interleaved acquisition; field of view, 200
mm; slice thickness; 4 mm). This sequence also prospectively corrected
for motion during acquisition with PACE (Prospective Acquisition Cor-
rEction; Thesen et al., 2000). For each participant, a high-resolution
structural T1-weighted 3D MP-RAGE pulse sequence (TR, 2500 ms; TE,
4.38 ms; TI, 1100 ms; flip angle, 8° matrix size, 256 X 192; 160 contigu-
ous axial slices; voxel size, 1 mm?; slice thickness, 1 mm) was acquired
coplanar with the functional images. Between the functional runs, field
map scans were acquired to obtain magnetization values used to correct
for field inhomogeneity (TR, 500 ms; TE, 4.99 ms; flip angle, 55° matrix
size, 64 X 64; field of view, 200 mm; 32 contiguous axial slices with
interleaved acquisition; slice thickness, 4 mm).

Before preprocessing, nonbrain tissue was removed from the brain
images using robust skull stripping with the Brain Extraction Tool in the
FMRIB (Functional Magnetic Imaging of the Brain) Software Library
(http://www.fmrib.ox.ac.uk/fsl/). Image preprocessing was conducted
using NeuroElf (http://www.neuroelf.net), which implements SPM8
preprocessing functions (Wellcome Department of Cognitive Neurol-
ogy, London, UK; http://www.fil.ion.ucl.ac.uk/spm/). The preprocessing
stream was as follows: reorientation to the anterior—posterior commis-
sure line, realignment and coregistration of functional images to each
subject’s own high-resolution structural image using a six-parameter
rigid body transformation model, spatial normalization using segmenta-
tion into space compatible with an MNI template, and smoothing using
a 6 mm* full-width half-maximum Gaussian kernel.

Statistical analyses were implemented in SPM8. For each subject,
event-related condition effects were estimated, according to the general
linear model, using a canonical hemodynamic response function, high-
pass filtering (128 s), and a first-order autoregressive error structure. At
the subject level, BOLD signal was modeled in a fixed effects analysis with
regressors for the cue period, correct go trials, correct stop trials, incor-
rect stop trials, and incorrect go trials. Linear contrasts were created for
each comparison of interest (i.e., correct stop vs go trials at baseline, cue
period at baseline vs endpoint, and correct stop at baseline vs endpoint).
These contrasts were then imported to group-level random effects anal-
yses for inference to the population.


http://www.fmrib.ox.ac.uk/fsl/
http://www.neuroelf.net
http://www.fil.ion.ucl.ac.uk/spm/
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Figure 1.  Behavioral improvement as a function of training. a, The significant group—time interaction on SSRT at the baseline and endpoint session for the training and sham-training groups
(Fy,58 = 4.76,p << 0.05). Error bars indicate 2 SEs around the mean. b, The significant negative linear slope of SSRT across training sessions within the training group (with 95% confidence interval,
dashed lines; F; 59, = 7.17, p << 0.05). Dashed curves indicate 95% confidence interval around the linear regression line.

Table 1. Behavioral data for baseline, endpoint, and all training sessions presented as mean (SD)

Training group

Sham-training group

SSRT GoRT SsD % Inhib SSRT GoRT SSD % Inhib
Baseline 238.17 (47.03) 562.81(131.58) 308.91 (154.84) 51.25(10.36) 251.62 (115.70) 565.79 (120.98) 309.92 (141.96) 50.00 (11.85)
1 198.69 (67.81) 487.11 (124.18) 275.78 (109.88) 48.75 (13.94) — 372.71 (38.57) — —
2 189.93 (54.25) 476.78 (128.96) 281.51(157.48) 49.17 (9.21) — 376.52 (44.71) — —
3 194.71 (81.14) 485.00 (138.81) 290.21 (178.43) 46.88 (9.92) — 377.89 (55.40) — —
4 185.71 (54.05) 479.54 (123.70) 286.20 (167.08) 50.10 (5.53) — 377.71(51.55) — —
5 181.35 (66.08) 48133 (136.34) 298.96 (174.08) 47.50 (8.50) — 381.44 (67.04) — —
6 183.88 (42.18) 477.28 (129.33) 285.36 (154.30) 50.73 (4.76) — 378.32(76.84) — —
7 172.36 (42.56) 475.40 (130.35) 294.95 (154.68) 50.10 (4.46) — 373.93 (69.99) — —
8 176.56 (38.07) 472.37 (132.48) 290.00 (159.72) 49.38 (4.37) — 375.86 (76.57) — —
9 162.7 (61.32) 471.24 (128.39) 299.58 (164.37) 49.06 (5.51) — 374.63 (77.32) — —
10 161.31(57.53) 476.92 (132.56) 303.91(169.22) 50.63 (4.67) — 373.75 (81.26) — —
Endpoint 202.85 (28.45) 553.71(130.26) 322.40 (140.03) 51.88(7.42) 245.72 (98.38) 535.69 (115.14) 294.19 (134.19) 47.24 (13.10)

GoRT, Go response time; % Inhib, percentage of successful stops on stop trials.

We used two types of thresholds at the group level. First, because we
had specific interest in the IC network, we created masks to restrict our
search space to regions that showed increased activity in correct stop
trials relative to correct go trials at baseline, separately for each group,
using a familywise error (FWE) threshold of 0.05 as implemented in
SPM8. For analyses involving only one group, we used the smoothed
binary mask from the other group to maximize the independence be-
tween the mask and the contrast; for analyses involving both groups, we
used the mask derived from the baseline contrast including both groups.
Because this latter mask collapses across groups, it is orthogonal to sub-
sequent analyses examining differences between groups. Second, for all
subsequent analyses, we applied a combined voxel-height and cluster-
extent correction for multiple comparisons within these masks using the
Analysis of Functional Neuroimages (AFNI) AlphaSim software (Cox,
1996). AlphaSim takes into account the size of the search space (defined
by the IC or whole-brain mask) and the estimated smoothness (based on
AFNI’'s 3dFWHMX) to generate probability estimates (using Monte
Carlo simulations) of a random field of noise producing a cluster of
voxels of a given size for a set of voxels passing a given voxelwise p-value
threshold. Within our IC network masks, these simulations determined
that a FEW-corrected false-positive probability of p < 0.05 was achieved
using a voxelwise threshold of p < 0.005 combined with a spatial extent
threshold of 29 voxels for analyses using the sham-training mask, 35
voxels for analyses using the training mask, and 35 voxels for analyses
using the combined mask.

Our central research question is the extent and nature of the change in
functional activation in the IC network due to IC training. Thus, our first
analysis was to functionally define the IC network in the contrast correct
stop > correct go. We then used the suprathreshold voxels from that
contrast as a mask to identify regions within the IC network that changed
as a function of training. We reasoned that training-related changes in IC
network activity could be characterized in two ways. First, following the
2 (group: training, control) X 2 (time: baseline, endpoint) factorial
ANOVA design, the effect of the training on functional activation could
be characterized in terms of the interaction between group and time, and
then decomposed into the simple effects of time in the training group
(i.e., endpoint > baseline for training subjects) and of group following
training (i.e., training > control at endpoint). Second, within the train-
ing group, the linear slope of SSRT across time within each individual
participant could be used as a measure of training quality, which could be
entered as a covariate to the group-level models to identify regions that
were differentially affected by training quality.

In light of recent results suggesting that cognitive control training can
engender a shift from “reactive” to “proactive” control (Braver et al.,
2009), we conducted each of the analyses described above separately for
two parts of the trial: the IC preparation phase (in the moments imme-
diately preceding the go signal) and the IC implementation phase (in the
moments following the stop trial). Separating the components of the trial
in this way is consistent with the dual mechanisms of control (DMC)
model, which predicts that fluctuations in cognitive control performance
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Figure2. ThelCnetwork asidentified by the correct stop > correct go contrast at baseline.
Theimage shows the activation for the training group in yellow, the sham-training group in red,
and the overlap in orange. Contrast thresholded at FWE rate of 0.05 as implemented in SPM8.

are related to variations in the temporal dynamics of processing mode
(Braver, 2012). Consistent with DMC predictions, the IC network shows
preparatory activation in response to cues indicating an increased likeli-
hood of an IC demand in the upcoming trial (Jahfari et al., 2012). Thus,
we conducted analyses to separate the effects of training on the cue (pre-
paratory) and stop signal (implementation) phases. Those components
of the design are not multicollinear because all trials had a cue phase but
only 25% of trials had a stop signal.

Results
Behavioral results: changes in IC performance as a function
of training
The effectiveness of the training to improve IC was tested in the
group—time interaction on SSRTs assessed at the baseline and
endpoint sessions in the scanner. As shown in Figure 1a, there
was a significant interaction such that the difference from base-
line to endpoint was significantly greater in the training group
compared with the sham-training group (F, 55, = 4.76, p < 0.05,
1* = 0.08). Decomposing this interaction into its simple effects
revealed a significant effect of time in the training group (F, 59, =
21.81, p < 0.05) of greater magnitude (1> = 0.43) than the effect
in the sham-training group (1> = 0.01, F; ,o, = 0.28, p > 0.6).
The behavioral data from the baseline and endpoint sessions and
all training sessions is shown in Table 1. The go response times are
stable across the 10 training sessions, indicating that the proce-
dure to prevent progressive slowing on go trials as a strategy to
improve stopping rate was successful.

A second analysis examined the slope of the SSRT's across the
10 training sessions for each participant in the training group. We
first established the function that best characterized the slope
using multilevel modeling with session at the first level and per-
sons at the second level, and SSRT as the dependent measure. To
do this, we modeled the trend across sessions using a linear, qua-
dratic, and decelerating log and a series of step functions at the
first level. When entered individually, the linear function pro-
duced the best fit (—2LL = 3048.58, where —2LL is —2 * log-
likelihood), followed by a step function (with the step after the
second training session, —2LL = 3054.75; other step functions
produced worse fit), a quadratic function (—2LL = 3057.38), and
a logarithmic (—2LL = 3163.59) function, all with seven model
parameters. Also, the linear-only model had the smallest within-
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Table 2. Stop > go; both groups at T1

Anatomical region X y z t z k

Right inferior frontal gyrus 48 18 -9 1475 4318*
42 9 30 1130

Right middle frontal gyrus 45 24 27 9.47

39 36 24 8.66

36 3 54 8.19

Right insula 36 15 —6 13.21
Bilateral dorsal anterior cingulate 3 36 12 8.59
6 24 331212

—6 21 39 8.61

Right supplementary motor area 12 12 63 10.26

Right caudate 12 9 31093
Right thalamus 9 -9 0 10.02
Right midbrain 3 30 —6 7.85
Right middle temporal gyrus 51 =27 -9 1233
Right superior temporal gyrus 63 —42 15 1325
60 —33 6 1255
51 3 —18 9.35
Right inferior parietal lobule 48  —45 39 12,03
Left inferior frontal gyrus —42 18 0 9.75 1386*
Leftinsula —-33 24 =12 1314
=27 15 6 9.57
Left caudate —12 6 3 9.06
Left thalamus -6 —12 -3 7.27
Left superior temporal gyrus —54 -3 -1 7.82
—54 =24 0 9.90
—54 =45 12 1119
Left inferior parietal lobule —60 —45 30 1042
=51 —45 48 7.46
Right cingulate 6 —18 27 800 6.6 68
Right precuneus 9 —66 Ly} 597 526 7
Right middle frontal gyrus —42 33 24 576 51 2

Corrected using FWE correction of p = 0.05.
*All regions listed below k = 4318 and k = 1386 (until the next listed & value) are part of the same cluster.

Table 3. Stop > rest; interaction between group and time and simple effects

Anatomical region  x y z kot z

Increases for training > sham — — —
Decreases for training > sham — — —
Increases for training Right putamen 21 9 —3 47 464 398
Decreases for training Rightangulargyrus 60 —51 30 191 4.85 411
Right supramarginal 48 —51 42 3.50 3.7
gyrus
Right IFG/temporal 54 12 —6 37 423 370
pole
Right ACC/preSMA 12 21 51 32 436 3.79
Posterior DMPFC 6 24 60 3.47 3.5
MFG 48 3 45 126 4.06 358
Increases for sham — — —
Decreases for sham — — —
Training > sham atendpoint — — —
Sham > training at endpoint — — —
Training > sham at baseline ~ — — —
Sham > training at baseline ~ — — —

Corrected using AlphaSim; voxelwise threshold of p = 0.005, cluster size k > 29 for training, 35 for sham, and 35 for
analyses with both groups; search conducted within the masks shown in Figure 2.

person (Level 1) variability (s*) of all these models. None of the
other functions significantly improved upon a base linear model
when added to it (compared using x> change tests between nested
models). Based on these models, we concluded that a linear
model is an appropriate and parsimonious model for the slope of
SSRT across sessions. We then estimated the linear slope across
the 10 sessions for each participant in the training group. This
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Figure3.

Table 4. Cue > rest; interaction between group and time and simple effects

Anatomical region  x y z k t z

Increases for training > sham  Rightinferior frontal ~ 51 18 —3 50 3.43 334

gyrus
Decreases for training > sham — — —
Increases for training Right supramarginal 54 —45 39 18* 3.13 2.88

gyrus
Decreases for training Right putamen 21 9 —3 98 557 456
Left putamen —24 9 —3 31 386 344
Increases for sham — — —
Decreases for sham Left thalamus =15 —3 9 8 487 4m
Left caudate -9 9 -3 363 3.25
Right putamen 15 6 —9 55 479 4.06
Training > sham at endpoint  Rightinferiorfrontal 45 18 6 35 3.86 3.62
gyrus

Sham > training atendpoint — — —
Training > sham at baseline ~ — — —
Sham > training at baseline ~ — — —

Corrected using AlphaSim; voxelwise threshold of p = 0.005, cluster size k > 29 for training, 35 for sham, and 35 for
analyses with both groups unless otherwise noted; search conducted within the masks shown in Figure 2.

*This cluster emerged at a slightly lower threshold but was significant at the default threshold in the whole-sample
(N = 60) mask.

analysis indicated that the mean of the individual participant
slopes was greater than zero (mean, —3.97; SD, 6.93; t,9) = 3.14;
p < 0.05). Overall, as shown in Figure 1b, there was a negative
slope across sessions such that the SSRT became faster with each
training session (F(, ,9) = 7.17, p < 0.05). There was no signifi-
cant correlation between SSRT slope and change in SSRT from
baseline to endpoint in the training group (r = 0.19; p, not sig-
nificant). Because of the increased reliability of the slope metric
(based on N = 10 sessions) compared with the pretraining-to-
post-training change metric (based on N = 2 sessions), we used
the former to quantify training quality.

Defining the IC network: main effect of task at baseline

The main effect of stopping in the correct stop > correct go
contrast at baseline (collapsed across groups) revealed a network
of regions including but not limited to bilateral IFG, right middle
frontal gyrus (rMFG), bilateral insula, bilateral dorsal ACC
(dACC), right presupplementary motor area, and bilateral cau-
date (Fig. 2; Table 2) that are commonly found in studies of
response inhibition and executive control (Cohen et al., 2013).
The regions identified in this collapsed analysis are hereafter re-
ferred to as the IC network, and the image from this contrast is
used as a mask for subsequent analyses involving both groups.

O Cue period

The group—timeinteractionin theright IFG during the cue phase. The right IFG showed greater increases immediately
preceding each trial from pretraining to post-training in the training group compared with the sham-training group.
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Separate masks were created for the train-
ing and control groups at baseline to be
used as independent masks for analyses
involving only one group (e.g., the simple
effect of time in the training group is
masked by the baseline image from the
control group).

Neuroimaging results: change in task-
related activation as a function

of training

Group—time interaction

This analysis identified regions within the
IC network (Table 2) that increased or de-
creased from baseline to endpoint differ-
entially between the two groups. There
were no regions that showed a significant
group—time interaction in their activation
during stop trials (Table 3). However,
during the cue phase, a cluster in the right inferior gyrus (51, 18,
—3) showed greater increases in activation from baseline to end-
point in the training group compared with the control group
(Fig. 3; Table 4).

Changes from pretraining to post-training in the training group
As shown in Table 3 and Figure 4 (top right), only one region
increased significantly during stop trials as a result of training: the
right putamen (21, 9, —3). However, during stopping from pre-
training to post-training, several regions decreased, including the
right IFG (54, 12, —6) and ACC (12, 21, 51; Fig. 4, bottom right).
In the cue phase of the trial, activation increased in right supra-
marginal gyrus (54, —45, 39; Fig. 4, top left; Table 4) and de-
creased in the putamen bilaterally (21, 9, —3; —21, 9, 0; Fig. 4,
bottom left; Table 4). Thus, consistent with the DMC model of
adjustments in time, activation in the putamen shifted from
preparation to implementation as a function of training.

Group differences after training

At the endpoint session, both groups had completed 10 labora-
tory behavioral sessions but only the training group had practiced
IC. As in the interaction analysis, there were no significant
changes during stop trials (Table 3). However, during the cue
phase, the training group showed greater activation than the
control group in the right IFG (45, 18, 6) and left angular gyrus
(—60, —48, 18; Fig. 5; Table 4), suggesting that activation in
these regions shifted proactively from IC implementation to
IC preparation.

Neuroimaging results: regions correlated with

training quality

Finally, as an additional way of examining training-related
changes in functional activation, we identified regions within the
IC network whose changes over time were moderated by training
slope. These regions showed more or less change in activation
(from baseline to endpoint) depending on the effectiveness of the
training as measured by the degree of linear change throughout
the training sessions. We found that two regions of the DLPFC
showed greater amounts of change from pretraining to post-
training to the extent that the slope of the SSRT across the train-
ing sessions was more negative (i.e., steeper improvements in
stopping efficiency). Increases in activity in a region in the right
lateral PFC (inferior/middle frontal gyrus; 33, 33, 27) during stop
trials was positively correlated with SSRT slope, and increases in
activity in a region in the left DLPFC (superior/middle frontal
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gyrus; 33,42, 24) during the cue phase was
negatively correlated with SSRT slope
(Table 5). Because negative slopes corre-
sponded with higher training effective-
ness, these results suggest that increases in
lateral PFC during IC preparation, and
decreases in lateral PFC during IC imple-
mentation, correlated with greater train-
ing effectiveness. The fact that more
effective training (as indexed by steeper
SSRT slopes across training sessions) was
associated with lateral PFC activity during
both IC preparation and implementation
implicates this region as a possible locus of
training-related improvements in IC per-
formance (Fig. 6).

Discussion

The present research tested whether IC
performance could be improved with
training and characterized the associated
changes in neural activity. We verified
that performance on one IC task (the
stop-signal) improves with training, and
found that improvement followed a linear
pattern at least through the first 10 ses-
sions. We also found a complex pattern of
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changes in neural activation in both the
IC preparation (cue) phase and the
IC implementation (stopping) phase.
The pattern of changes follows predic-
tions of the DMC model regarding pro-
active temporal shifts in some regions
such that activation initially recruited
during IC implementation shifts earlier in
time to engage in response to cues that
predict the upcoming need for control. This interpretation at
least partially explains why IC training has generally failed to
transfer to new tasks; to the extent that training creates an asso-
ciation between activation in the IC network and specific cues
that predict the upcoming need for IC, then training will not
generalize to novel tasks that do not include the same anticipa-
tory cues as the training task.

The region that most clearly shows the proactive shift pat-
tern is the right IFG. In the training group, its activation de-
creased from before to after training during implementation
butincreased relative to the sham-training group during prep-
aration. A shift of activation to the preparatory phase of the
trial is consistent with behavioral data showing that partici-
pants make proactive adjustments to their response strategy
on the SST when given cues indicating the likelihood of an
impending stop trial (Verbruggen and Logan, 2009). The fact
that the right IFG (and also the supramarginal gyrus) selec-
tively showed this pattern is evidence that these regions are
involved in preparing for IC by adjusting performance in a
rule-based way rather than implementing IC per se (Banich,
2009; Hampshire et al., 2010; Munakata et al., 2011). Further-
more, the right IFG cluster reported here overlaps with the one
reported by Lenartowicz and colleagues (2011), who found
right IFG activation in response to cues that had previously
been paired with a stop signal but no longer required inhibi-
tion. Similarly, right IFG activates to masked stop cues in the
absence of stopping (van Gaal et al., 2010). However, unlike in

Figure 4.

ACC/preSMA

Simple effects of time (from pretraining to post-training) in the training group during the preparation (cue) phase
(left side) and implementation (stopping) phase (right side). Increases over time are shown on the top and decreases are on the
bottom. Activation in supramarginal gyrus increased during preparation and decreased during implementation, along with ACC/
preSMA, right IFG, and rMFG. Conversely, activation in putamen decreased during preparation and increased during implementa-
tion. Asterisk indicates cluster that emerged at a slightly lower threshold but was significant at the default threshold in the
whole-sample (N = 60) mask.

TRAINING > CONTROL @ Endpoint OCue period

x=45

Simple effect of group (training group > sham-training) at the endpoint session
following training during the preparation (cue) phase. The training group showed greater ac-
tivation in right IFG at endpoint than the sham-training group, and increased to a greater extent
over time.

rlFG

Figure 5.

the current study, the association between the cues and stop-
ping was perfectly predictive (rather than probabilistic),
which affects the strength of the association and subsequent
performance (Verbruggen and Logan, 2008b). Our results in-
dicate that training may be an effective way of increasing the
association between cues and activation in IC-preparatory re-
gions, even when the association is probabilistic.

The relationship between pretraining-to-post-training changes
in lateral PFC and training quality further supports the DMC
model of temporal control adjustments. Training quality corre-
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Table 5. Correlations in the training group of change in activation over time
(endpoint > baseline) with training slope (more negative slope = more effective
training)

Anatomical region x y z k t z
Cue > rest
Positive correlation ~ — — —
Negative correlation ~ Right middle frontal gyrus 24 42 30 32 399 352
Stop > rest
Positive correlation  Right middle frontal gyrus 36 30 27 52 474 4.03
Negative correlation — — —

Corrected using AlphaSim; voxelwise threshold of p = 0.005, cluster size k > 29; search conducted within the mask

shown in Figure 2.
OCue period > Stop period

- -\

f improvement, f activity

f improvement, ‘ activity

Figure 6. Regions where activity was moderated by the effectiveness of training as
measured by the linear slope of SSRT across training sessions. Greater training effective-
ness (i.e., steeper negative slopes) were associated with increased activation in DLPFC
during preparation (left) and decreased activation during implementation (right).

lated with increases in right lateral PFC activity during the prep-
aration phase, and decreases in a nearby region of right lateral
PEC during the implementation phase. The correlated change
between training improvement and proactive shifts in right lat-
eral PFC suggest a role for this region in forming predictive asso-
ciations between particular contextual cues and IC, though not
necessarily implementing the IC directly. One study found pro-
active shifts in this lateral PFC region following cognitive con-
trol training that did not include IC training (Braver et al.,
2009), which, together with the results here, presents the pos-
sibility that the lateral PFC might serve to anticipate upcoming
control demands across a range of executive functioning
domains.

Unlike the proactive shift shown in several cortical regions,
the right putamen evidenced an almost opposite, “reactive” shift.
Specifically, activation in this region (part of the dorsal striatum)
increased from baseline to endpoint in the training group during
implementation and decreased during preparation, suggesting
that this region may have strengthened with practice and nar-
rowed in its specificity to implementation. With repeated prac-
tice at the SST wherein participants presumably learned well the
timing of the task, activation in this region became more exclu-
sively associated with the implementation of stopping, and unlike
other regions, did not come to anticipate stopping during the cue
phase of the trial. This is consistent with other findings suggesting
that connectivity between PFC and BG during implementation is
weakest when IC is expected (Jahfari et al., 2012), presumably
because the action control network (Frank et al., 2001; Redgrave
etal., 2010; Majid et al., 2013; including the putamen and the BG
more broadly) has been proactively prepared. The contrasting
pattern of changes with training between the BG and the cortical
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regions above highlight their roles in reactive and proactive IC,
respectively.

A third set of regions showed yet another pattern of change
characterized by decreases in activation during stopping from
pretraining to post-training in the training group but without
corresponding increases during the cue phase. Brain areas show-
ing this pattern included the dACC, preSMA, and the posterior
rMFG. In contrast with the putamen, which increased its activa-
tion during stopping with practice, these regions apparently re-
duced activation during IC implementation. One potential
explanation for this is an increase in efficiency (Hockey, 1997;
Gray et al., 2005) in these regions in the sense that they show less
activation during equal or superior task performance. This expla-
nation might account for the differences between the effect of
training on these regions, which are cortical, and the putamen,
which is subcortical. Namely, it may be the case that practice
generates a more efficient (i.e., smaller BOLD) response in the
cortex but a more robust (i.e., larger BOLD) response in the
striatum. Another, more provocative explanation for this pat-
tern, at least in the dACC, is that participants learned through
training to be less distressed or frustrated during stop trials, and
that these affective responses account for the dACC activity dur-
ing the SST (Spunt et al., 2012) and related tasks (Inzlicht and
Al-Khindi, 2012). If indeed dACC indexes negative affect in re-
sponse to stop signals, one prediction that follows from this result
is that training reduces the experience of negative affect during
the SST through habituation or some other form of emotion
regulation. An intriguing further possibility is that performance
increases gained through training on this task may be medi-
ated through reductions in negative affect or affective arousal,
which has been shown to impair performance on this task
(Verbruggen and Houwer, 2007). Further research probing
emotional experience across training sessions will help disen-
tangle these possibilities.

One limitation of the results is that many of the regions
appearing in the simple effects (i.e., changes from pretraining
to post-training in the training group, group differences at
endpoint) do not also appear in the full group—time interac-
tion. We believe this is because the size of the training effect is
small and could not be detected in all regions even with our
sample, which is relatively large (N = 60) for a neuroimaging
study with repeated sessions within subjects. This argument is
supported by the fact that each of the regions appearing in the
simple effects in Tables 3 and 4 do emerge in the group—time
interaction at a relaxed threshold (p < 0.05 voxelwise with a
25-voxel extent). Nonetheless, three previous IC training
studies with smaller dosages of training and less spacing be-
tween sessions compared with our design have reported null
effects of training on SSRT (Logan and Burkell, 1986; Cohen
and Poldrack, 2008; Ditye et al., 2012), let alone transfer, and
evidence from other lines of research on brief IC training (e.g.,
testing for carryover effects within a single session) converges
on the notion that training effects in this area, if any, are small
(Guerrieri et al., 2012; Verbruggen et al., 2013b). Thus, a chal-
lenge for future research on IC training will be to identify
protocols with greater effects. One promising direction is to
use transcranial direct current stimulation over right IFG,
which has been found to boost the effect of training on per-
formance relative to sham stimulation (Ditye et al., 2012).
This result also highlights the idea that change in right IFG
may moderate or even mediate the effects of behavior change
training and interventions (Berkman et al., 2012).
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The present research provides important clues about how to
maximize the efficiency of IC training and develop effective IC
training interventions. The DMC model predicts proactive shifts
in activation in key parts of the IC network (e.g., the right IFG)
when those cues reliably predict the need for IC in the immediate
future. Thus, one marker of successful training is increased pre-
paratory activation in parts of the IC network that anticipate the
need to engage IC. If this proactive shift could generalize into
other domains (e.g., risky decisions during gambling), it might
increase subsequent IC efficiency and reduce impulsive respond-
ing in those domains (Verbruggen et al., 2012). Research in our
laboratory is testing this possibility by importing cues from real-
life IC challenges (e.g., cigarette cues for smokers attempting to
quit) into an adapted training task, and by exporting cues from a
basic SST (e.g., the stop signal beep) into untrained tasks. The
results of these studies and those from other laboratories will
demonstrate the utility of knowledge about the basic neurocog-
nitive changes engendered by IC training for directly informing
clinically relevant and effective interventions to reduce health-
risking behaviors.
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