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ABSTRACT

Motivation: Life stories of diseased and healthy individuals are abun-

dantly available on the Internet. Collecting and mining such online

content can offer many valuable insights into patients’ physical and

emotional states throughout the pre-diagnosis, diagnosis, treatment

and post-treatment stages of the disease compared with those of

healthy subjects. However, such content is widely dispersed across

the web. Using traditional query-based search engines to manually

collect relevant materials is rather labor intensive and often incomplete

due to resource constraints in terms of human query composition and

result parsing efforts. The alternative option, blindly crawling the whole

web, has proven inefficient and unaffordable for e-health researchers.

Results: We propose a user-oriented web crawler that adaptively ac-

quires user-desired content on the Internet to meet the specific online

data source acquisition needs of e-health researchers. Experimental

results on two cancer-related case studies show that the new crawler

can substantially accelerate the acquisition of highly relevant online

content compared with the existing state-of-the-art adaptive web

crawling technology. For the breast cancer case study using the full

training set, the new method achieves a cumulative precision between

74.7 and 79.4% after 5 h of execution till the end of the 20-h long

crawling session as compared with the cumulative precision between

32.8 and 37.0% using the peer method for the same time period. For

the lung cancer case study using the full training set, the new method

achieves a cumulative precision between 56.7 and 61.2% after 5 h of

execution till the end of the 20-h long crawling session as compared

with the cumulative precision between 29.3 and 32.4% using the peer

method. Using the reduced training set in the breast cancer case

study, the cumulative precision of our method is between 44.6 and

54.9%, whereas the cumulative precision of the peer method is be-

tween 24.3 and 26.3%; for the lung cancer case study using the

reduced training set, the cumulative precisions of our method and

the peer method are, respectively, between 35.7 and 46.7% versus

between 24.1 and 29.6%. These numbers clearly show a consistently

superior accuracy of our method in discovering and acquiring user-

desired online content for e-health research.

Availability and implementation: The implementation of our user-

oriented web crawler is freely available to non-commercial users via

the following Web site: http://bsec.ornl.gov/AdaptiveCrawler.shtml.

The Web site provides a step-by-step guide on how to execute the

web crawler implementation. In addition, the Web site provides the

two study datasets including manually labeled ground truth, initial

seeds and the crawling results reported in this article.

Contact: xus1@ornl.gov

Supplementary information: Supplementary data are available at

Bioinformatics online.
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1 INTRODUCTION

The Internet carries abundant and ever enriching user-generated

content on a wide range of social, cultural, political and other

topics. Life stories of patients are no exception to this trend.

Collecting and mining such personal content can offer many

valuable insights on patients’ experiences with respect to disease

symptoms and progression, treatment management, side effects

and effectiveness, as well as many additional factors and aspects

of a patient’s physical and emotional states throughout the whole

disease cycle. The breadth and depth of understanding attainable

through mining this voluntarily contributed web content would

be extremely expensive and time-consuming to capture via trad-

itional data collection mechanisms used in clinical studies.
Despite the merits and rich availability of user-generated pa-

tient content on the Internet, collecting such information using

conventional query-based web search is labor intensive for the

following two reasons. First, it is not clear what are the right

queries to use to retrieve the desired content accurately and com-

prehensively. For example, a general query such as ‘breast cancer

stories’ would pull up over 182 million results using Google web

search wherein only a selected portion, usually small (such as

50:1%), of the whole search result set may meet the researcher’s

specific needs. Manually examining and selecting the qualified

search results require extensive human effort. Second, clinical

researchers have specific requirements regarding the user-

generated disease content they need to collect. Query-based

search engines cannot always support such requirements. Let

us assume that a researcher wants to collect the personal stories

of two groups of female breast cancer patients, those who have

had children and those who have not. With much manual effort,

the researcher might be able to obtain some stories of the first

group, but so far no off-the-shelf general purpose search engine

that we are aware of allows users to retrieve information that

does not carry undesirable content (i.e. the support of negative

queries). Given the steadily growing volume of patient-generated

disease-specific online content, it is highly desirable to minimize
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the manual intervention involved in source acquisition and sub-
sequent mining processes. Although an extensive collection of
automatic or largely automatic text mining algorithms and

tools exists for analyzing social media content, limited efforts
have been dedicated to developing automatic or largely auto-
matic content acquisition tools and methods for obtaining

online patient-generated content meeting certain e-health re-
search needs and requirements. To meet this challenge in the
e-health research community as well as the broader bioinfor-

matics communities, we propose a user-oriented web crawler,
which can acquire user-generated content satisfying particular
content requirements with minimum intervention. We use

cancer as the case study to demonstrate the value and impact
of the proposed web crawling technology.

2 RELATED WORK

There is an extensive number of published studies reporting

methods for adaptive web crawling (e.g. Aggarwal, 2002;
Aggarwal et al., 2001; Almpanidis and Kotropoulos, 2005;
Almpanidis et al., 2005; Badia et al., 2006; Chakrabarti et al.,

2002; Chung and Clarke, 2002; Gao et al., 2006; Menczer et al.,
2004; Pant and Srinivasan, 2005, 2006; Zhuang et al., 2005). In
an early article, Aggarwal et al. (2001) contributed the pioneering

idea of adaptively crawling the World Wide Web with the algo-
rithmic guidance of using arbitrary predicates. In a separate art-

icle, the authors discussed the design of a learning crawler for
topical resource discovery, which can apply learned knowledge in
one crawling session for new crawling tasks (Aggarwal, 2002).

Chakrabarti et al. (2002) proposed to accelerate focused web
crawling by prioritizing unvisited uniform resource locators
(URLs) in a crawler through simulating a human user’s behav-

iors to identify and locate links meeting his/her information
needs. Chung and Clarke (2002) proposed a topic-oriented col-
laborative crawling strategy that partitions the whole web into

multiple subject topic-oriented areas and assigns one crawler for
each partitioned area. Menczer et al. (2004) developed a frame-
work for systematically evaluating topical specific crawling algo-

rithms using multiple metrics. Pant and Srinivasan (2005)
compared different classification schemes used for building adap-
tive crawlers that can learn from their past performance where

the crawling process is simulated as a best-first graph search
activity over the web. Almpanidis and Kotropoulos (2005)

demonstrated the efficacy of combining text and link analysis
for improving the web page collection productivity of focused
crawlers. The same authors also adopted latent semantic index-

ing in a focused crawling effort to produce a vertical search
engine. Zhuang et al. (2005) studied the problem of how to
launch focused crawling efforts for harvesting missing docu-

ments in digital libraries.
Micarelli and Gasparetti (2007) overviewed methods for

focused web crawling with an emphasis on approaches equipped

with adaptive crawling capabilities. Babaria et al. (2007) proposed
amethod that tackles the focused web crawling problem as a large
scale ordinal regression problem. Their crawler was subsequently

supported by scalable ordinal regression solvers. Barbosa and
Freire (2007) proposed an adaptive crawler that can efficiently
discover hidden web entry points through web page content

topic mining, link prioritization and exploration-based link

visitation. De Assis et al. (2008) explored the impact of term se-

lection in conducting genre-aware focused crawling efforts. Guan

et al. (2008) explored how to use online topical importance esti-

mation to efficiently and effectively guide the execution of focused

crawlers. Chen et al. (2009) developed a cross-language focused

crawling algorithmby applyingmultiple relevance prediction stra-

tegies. Batsakis et al. (2009) showed that by jointly analyzing web

page content and link anchoring text, focused crawlers can better

reach relevant pages. Ahlers and Boll (2009) introduced an adap-

tive geospatially focused crawler that can efficiently retrieve online

documents relating to location information. Dey et al. (2010)

introduced a focused web crawler for obtaining country-based

financial data. Furuse et al. (2011) extended the Hyperlink-

Induced Topic Search algorithm proposed by Kleinberg (1999)

and introduced a new method to find related web pages with

focused crawling techniques. The key feature of their algorithm

was a mechanism to visit both forward and backward links from

seed web pages for constructing an extended neighborhood graph

to conduct focused web crawling. Liu and Milios (2012) intro-

duced two probabilistic models for focused web crawling, one

based on maximum entropy Markov model and the other based

on linear-chain conditional random field. Fu et al. (2012) pro-

posed to use opinion information to guide focused web crawling

efforts for constructing a sentimentally aware web crawler.
Compared with all the crawling efforts surveyed earlier in the

text and other similar pieces of work that cannot be included in

this article due to space limitations, our proposed adaptive web

crawler is characterized by three novel features. First, existing

web crawlers rely heavily on the link structures of web graphs to

determine the crawling priorities, under the assumption that rele-

vant web pages are well interconnected. However, medical topic

forums and blogs tend to be highly scattered with sparse or no

links among them. Recognizing the challenge that this particular

problem poses, we propose a new crawler that leverages a third-

party search engine to massively and aggressively harvest

candidate target crawling links, coupled with a parallel crawler

navigation module that performs elaborate user-oriented crawl-

ing utility prediction and utility-driven crawling priority deter-

mination. Second, due to the critical importance of crawling

utility prediction, our crawler carefully balances the time cost

between repeatedly training a capable crawling utility predictor

using a dynamically identified machine learning method and the

actual time spent on crawling the web. Last but not least, our

new crawler is equipped with an autonomous query composition

and suggestion capability, built on content-based mining of ex-

emplar search results. Compared with existing topic-based

focused crawlers, the new crawler performs its function without

a predefined topic ontology. Therefore, the crawler can be

applied to efficiently and effectively acquire any content that

matches the user’s needs. This function enables users to harvest

relevant content more comprehensively without the manual

effort of composing explicit queries.

3 ESTIMATING WEB PAGE UTILITY SCORES AS
FEEDBACKS FOR A WEB CRAWLER

To develop a self-adaptive web crawler, one key system module

is a feedback component that is capable of estimating the utility
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score of an arbitrary web page. The estimated web page utility

scores can then guide the web crawler to make optimized crawl-

ing decisions. Below, we describe how we develop this predictive

feedback module for web page utility score estimation. For easy

reference and understanding, we list the key symbols and math-

ematical notations used in the algorithm description in the

Appendix, which is available as a Supplementary File.
For an arbitrary web page wp and certain user information

need �, we aim to develop a predictive model � that is capable

of determining the utility score of wp according to �. The derived

score is denoted as �ðwp,�Þ 2 ½0, 1�, where the higher the score

is, the more useful the web page is considered. To construct the

predictive model �, we follow a supervised learning-based ap-

proach. Features extracted from wp as the input for � include

words or word phrases detected from (i) the content words in the

main body of an HTML file, (ii) words in the heading and sub-

titles of an HTML file and (iii) the anchor text embedded in an

HTML file, including the URL(s) associated with the anchor

text. To extract words in the main body of an HTML file, we

use the Boilerpipe Java library introduced in Kohlschutter

(2011). To obtain the heading and subtitles of an HTML file,

we implement an HTML parser that extracts all the text enclosed

in the HTML blocks of5h?id¼‘‘. . .’’4. . .5/h?4 where ? stands

for an integer number in the range of [1, 6]. For example, from

the HTML block5h1id¼‘‘sectiontitle’’4Breast Cancer5/h14, we

can extract the heading text of ‘Breast Cancer’. Similarly, to

obtain the anchor text, we implement an HTML text parser

that collects the annotation text associated with hypertext links

embedded in an HTML file. Following the above procedure, we

derive the aforementioned three sets of the text from wp, which

are, respectively, denoted as T1ðwpÞ, T2ðwpÞ and T3ðwpÞ.
We then apply the Rapid Automatic Keyword Extraction al-

gorithm (RAKE) proposed by Rose et al. (2012) to identify a set

of key words or phrases from each one of the text sets,

T1ðwpÞ, � � � ,T3ðwpÞ, prepared in the above. The results are, re-

spectively, denoted as kwi, jðwpÞ ði ¼ 1, 2, 3; j ¼ 1, � � � , ni), where

ni denotes the number of distinct key words extracted by the

RAKE algorithm from the text set TiðwpÞ and the subscript j in

the notation kwi, jðwpÞ indexes these key words individually. To

train the web page utility estimator �ðwp,�Þ following a super-

vised learning-based procedure, our method also requires a set of

manually labeled samples. For this purpose, we collect all the de-

tected key words from web pages in wp and denote them as

kw ¼ fkwk
i, jjwpk 2 wpg where kwk

i, j is a short notation for

kwi, jðwpkÞ. To train the utility estimator �ðwp,�Þ, we present a

selected collection of web pages wp ¼ fwp�g and solicit human

experts’ manual ratings for these web pages according to the in-

formation quality measurement criterion �. Each human-labeled

utility score, denoted as �̂ðwp�,�Þ, is a rational number in the

range of [0, 1]. The higher the score value is, the better the quality

of the web page is as considered by the human evaluator.

Given the substantial imbalance between the number of candi-

date key words that may be used as features for wp and the

available human-labeled training samples, to train the utility es-

timator �ðwp,�Þ, we first apply a feature selection procedure to

reduce the amount of candidate key word features. This screening

process consists of two steps. In the first step, we eliminate all the

key words whose support values are below a certain empirically

chosen threshold, which is set to five in all our experiments. After

the infrequent key word filtering step, we denote the set of re-

maining key words as kw. In the second step of the key word

reduction process, we examine the odd ratios of key words with

respect to a human-labeled training set. Specifically, for each can-

didate key word kwk
i, j 2 kw and a given threshold � 2 ½0, 1�, we

first derive the key word’s odd ratio  ðkwk
i, j,�, �,wpÞ with respect

to the labeled training set as follows:

 ðkwk
i, j,�, �,wpÞ ¼

p11ðkw
k
i, j,wpÞp00ðkw

k
i, j,wpÞ

p01ðkw
k
i, j,wpÞp10ðkw

k
i, j,wpÞ

, ð1Þ

where p11ðkw
k
i, j,wpÞ is the number of web pages in wp that con-

tain the key word kwk
i, j and whose human-labeled utility score is

above the threshold, i.e. p11ðkw
k
i, j,wpÞ ¼ jfwpx 2 wpjkwk

i, j 2

wpx, �̂ðwpx,�Þ � �gj; p10ðkw
k
i, j,wpÞ is the number of web pages

in wp that contain the key word kwk
i, j and whose human-labeled

utility score is below the threshold, i.e. p10ðkw
k
i, j,wpÞ ¼ jfwpx 2

wpjkwk
i, j 2 wpx, �̂ðwpx,�Þ5�gj. Similarly, we define

p01ðkw
k
i, j,wpÞ and p00ðkw

k
i, j,wpÞ, which are counterparts for

p11 and p10 with the only difference being that the web

pages considered now do not contain the key word kwk
i, j. That

is, p01ðkw
k
i, j,wpÞ ¼ jfwpx 2 wpjkwk

i, j=2wpx, �̂ðwpx,�Þ � �gj and

p00ðkw
k
i, j,wpÞ ¼ jfwpx 2 wpjkwk

i, j=2wpx, �̂ðwpx,�Þ5�gj. We then

rank all the candidate key words kwk
i, j 2 kw in a descendant

order according to their respective odd ratios derived from (1).

When training the web page utility estimation model using a

specific machine learning method, we progressively admit key

words as features into the model one-by-one until the testing

performance of the trained model as obtained through 10-fold

cross-validation declines from the peak testing performance by

45%. We then retrospectively remove all the key word features

admitted after the model achieves its peak performance moment.
In our experiments, we explored the following machine learn-

ing methods when developing the web page utility estimator

�ðwpx,�Þ: Gaussian processes for regression, isotonic regres-

sion, least median squared linear regression, linear regression,

radial basis function network, additive regression, bagging, re-

gression by discretization and stacking. The implementations of

all the above methods were provided by the Weka package (Hall

et al., 2009). According to our experimental results, we empiric-

ally found that the additive regression method achieves the best

performance in all our experiments as measured by the 10-fold

cross-validation scheme.

4 ADAPTIVE WEB CRAWLER FOR ACQUIRING
USER-DESIRED ONLINE PATIENT CONTENT

Given a web page utility estimator �ðwp�,�Þ trained from a set

of human-labeled example web pages f�̂ðwp�,�Þg, we can then

develop a user-oriented web crawler that is capable of adaptively

acquiring relevant web pages that satisfy the user information

requirement �. Figure 1a illustrates the overall architecture of

our adaptive web crawler, the design of which will be discussed in

this section. Figure 1b provides a companion computational data

flow of the crawler design with more technical details.
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4.1 Crawler design I: a naive crawler design

A straightforward construction of a web crawler, which is denoted

as C1, is to plug the trained utility estimator �ðwp�,�Þ at the end

of the crawling pipeline. Using this simple design, the crawler ex-

pects a human user to supply a series of queries fQ1,Q2, � � � ,Qng,

on which C1 then executes each query either sequentially or in

parallel to obtain a collection of search result web pages fwpxg.

For each obtained search result page wpx, C1 applies the trained

estimator �ðwpx,�Þ to derive the page’s utility score. Only pages

that carry utility scores above a user-specified threshold � will be
output as the filtered crawling results. One of the key shortcom-

ings associated with the design of C1 is that C1 requires human

users to provide a set of manually composed queries. As discussed

in the beginning of this article, manual query composition poses

non-trivial challenges for human end users. Preparing a set of

queries that precisely expresses the user search intent and also
ensures a comprehensive and diverse coverage over the user de-

manded topics are well beyond the reach of most human search-

ers. To overcome this limitation, we introduce a heuristic query

generator, which is described later in this article. In addition, we

further equip the crawler with an adaptive feature to speedup its
execution. To differentiate from the first version of the crawler C1,

we name the adaptive version of the crawler as C2, the design of

which will be described in the next section.

4.2 Crawler design II: a user-oriented web crawler design

4.2.1 Problem Statement Given a list of search result URL
links u ¼ fu1, u2, � � � , uzg, the goal of an adaptive crawler is to

adaptively and dynamically determine a priority list

�ðuÞ ¼ fu�ð1Þ, u�ð2Þ, � � � , u�ðzÞg where these links shall be crawled.

Here �ðÞ is a ranking function over all the candidate web pages to
be crawled and the notation of u�ðiÞ represents the URL of the

i-th web page that the crawler visits since the beginning of a
crawling session. As discussed previously, exhaustively down-

loading all the links may take a long time wherein many links

may not be relevant to the end user’s need. Hence in practice,

given a priority list �ðuÞ and a certain amount of downloading

time that a user can afford, the crawler will only download the
header part of the prioritized results until all available time is

used up. Determining a truly optimal ranking function �ðÞ re-
quires the full knowledge regarding the utilities of web pages

pointed to by these links, which is well beyond the reach of

any runtime algorithm. Therefore, we have to rely on some heur-
istics to construct the ranking function.

Given a web page’s URL link ui, once the crawler actually

downloads the actual web page wpðuiÞ that is pointed to by the
link, we can measure the utility of the individual search result

page �ðwpðuiÞ,�Þ by applying the trained utility estimation func-

tion �ð�, �Þ. The problem now reduces to whether we can predict

the value of �ðwpðuiÞ,�Þ based on all the available information

regarding the link ui. A typical search engine will return a high-
light snippet about ui, including ui’s URL, a running head text

and a brief piece of selected text from the search result. Using

text features FðuiÞ extracted from the above three types of infor-

mation, our method wants to predict the value of �ðwpðuiÞ,�Þ.

In our current implementation, FðuiÞ includes all the individual

non-stop words in the above snippet text of the web page wpðuiÞ.
The prediction function is stated as follows:

�ðwpðuiÞ,�Þ : FðuiÞ ! �ðwpðuiÞ,�Þ ð2Þ

The key difference between the function �ðwpðuiÞ,�Þ and

�ðwpðuiÞ,�Þ is that �ðwpðuiÞ,�Þ is estimated using text features

extracted from the full text of the web page wpðuiÞ after the web

page is downloaded, whereas �ðwpðuiÞ,�Þ is estimated using text
features extracted from the snippet text of the web page wpðuiÞ

before the web page is downloaded. It should be noted that to

obtain a sample pair of ðFðuiÞ,�ðwpðuiÞ,�ÞÞ for training the pre-

diction function �, there is a penalty in term of the link visitation

time, which is non-trivial in many practical scenarios as analyzed
at the beginning of this article. Therefore, from the runtime effi-

ciency perspective, it is desirable to use �ðwpðuiÞ,�Þ instead of

�ðwpðuiÞ,�Þ if the error can be tolerated. Let  ð�, tÞ be the pre-

diction error of the trained predictor � at a given time moment t.

Fig. 1. The overall architecture (a) of our adaptive web crawler design

and its companion computational data flow (b)
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With the progression of a crawler’s execution in any crawling

session, more training examples will be accumulated, which help

train a more accurate predictor. Lastly, it is noted that the predic-

tion accuracy of�ðwpðuiÞ,�Þ is affected by the amount of training

samples available. Because in this work, we assume the time dur-

ation of deriving the value of �ðwpðuiÞ,�Þ is negligible once the

web page wpðuiÞ is downloaded.

4.2.2 Objective formulation We can now formulate the optimal
URL link visitation planning task as the following dynamic sched-

ule optimization problem. Let us consider a pool of candidate

URLs U ¼ fu1, u2, � � � , g to be crawled. The link ui has the utility

score of�ðwpðuiÞ,�Þ, if its pointing destinationweb page has been

downloaded, which costs time TðuiÞ to access. In this work, we do

not consider the time of applying the trained estimator�ð�, �Þ onto

the web page with the URL ui because all the candidate machine

learning methods we considered for this predictive modeling task

are able to yield the prediction values almost instantly once they

are trained. For the time duration TðuiÞ, it is primarily the re-

sponse time of the Web site where the target link ui points to.

The link ui has a lightweight utility prediction score

�ðwpðuiÞ,�, tjÞ at time tj, which we assume will take an ignorable

amount of time to assess, as evaluating the function of

�ðwpðuiÞ,�, tjÞ does not require downloading the web page

wpðuiÞ. The above prediction has its relative prediction error inter-

val of ½� kðwpðuiÞ, tjÞ, kðwpðuiÞ, tjÞ�. In our current implementa-

tion, we derive multiple error intervals for each estimation, which

are differentiated by the subscript k. The estimation confidence

for the relative error interval of ½� kðwpðuiÞ, tjÞ, kðwpðuiÞ, tjÞ� is

denoted as �kðwpðuiÞ, tjÞ 2 ½0, 1�, the higher the score is, the more

confident the estimation is. Tomeasure the relative error intervals

and their corresponding confidence, each time when a candidate

predictive model is trained as allowed by the available training

data, we then test the model on the testing dataset using the leave-

one-out evaluation scheme. Instead of aggregating all the testing

errors into some overall error metric, we compute the

90%, 80%, � � � , 10%, 5% percentile error intervals ½� kðwp

ðuiÞ, tjÞ, kðwpðuiÞ, tjÞ�ðk ¼ 1, � � � , 10Þ where  kðwpðuiÞ, tjÞ is

assigned as the relative error of the k-th percentile error value

derived in the aforementioned procedure. Its corresponding

confidence value �kðwpðuiÞ, tjÞ is assigned as the corresponding

percentile value, which indicates the likelihood that the true

error will indeed fall into the estimated error interval.

Given the above notations, we can quantitatively state the goal

of our optimization problem as follows: given a certain amount

of time tx permissible for a crawler, the problem goal is to find

an optimal URL visitation trajectory Vðt0, txÞ ¼ ðu�ð1Þ, u�ð2Þ,

� � � , u�ðnxÞÞ that maximizes the total utility score of all the

URLs visited since the beginning moment of a crawling session

t0 and ends by the time period tx wherein the URL sequence

fu�ð1Þ, u�ð2Þ, � � � , u�ðnxÞg encompasses all the web pages the crawler

manages to visit under the visitation trajectory VðtxÞ within the

given time duration of ½t0, tx�. One final touch regarding the

problem statement is that the URL pool U itself is a dynamically

growing set. Because each time when the web page wpðuiÞ

pointed to by the URL ui is visited, the crawler may discover

new URLs from wpðuiÞ, which will then be extracted and added

into the pool U. For reference, we denote the snapshot of the

pool of candidate URLs awaiting to be crawled at the time

moment of ti as UðtiÞ. At the beginning of a crawling session,

i.e. at the initial time moment t0, no web pages have been

crawled. The corresponding candidate URL pool Uðt0Þ is the

pool of seed web page URLs for launching the crawler.

Formally, we can express the optimization objective as follows:

maximizeVðt0, txÞ¼ðu�ð1Þ, ���, u�ðnx ÞÞGðt0, tx,Vðt0, txÞÞ ð3Þ

in which the objective function is defined as follows:

Gðt0, tx,Vðt0, txÞÞ ¼
Pnx
i¼1

�ðwpðu�ðiÞÞ,�Þ subject to :

Xn
i¼1

Tðu�ðiÞÞ � tx � t0;

u�ðiÞ 2 U

 Xi�1
j¼1

Tðu�ðjÞÞ

!
ði ¼ 1, � � � , nÞ

ð4Þ

Note that in (4), the first constraint,
Pn

i¼1 Tðu�ðiÞÞ � tx � t0, en-

sures that visiting all the URLs along the visitation trajectory

Vðt0, txÞ will not take the total length of the allocated time. The

second constraint u�ðiÞ 2 Uð
Pi�1

j¼1 Tðu�ðjÞÞÞ guarantees that at any

moment when the crawler executes the visitation trajector

Vðt0, txÞ, which we assume to be the moment after the ði� 1Þ-

th URL in Vðt0, txÞ is visited but before the i-th link is to be

visited, the next URL the crawler is going to visit shall only

come from the current candidate URL pool Uð
Pi�1

j¼1 Tðu�ðjÞÞÞ

wherein
Pi�1

j¼1 Tðu�ðjÞÞ is the corresponding time stamp for the

moment. Also, by definition, �ðÞ is a ranking function, which

implies that i 6¼ j) �ðiÞ 6¼ �ðjÞ.
It shall be noted that the target function Gðt0, tx,Vðt0, txÞÞ

defined in (4) cannot be directly used in the actual optimization

process during runtime because as mentioned earlier, to obtain

the information �ðwpðu�ðiÞÞ,�Þ, the crawler first needs to visit the

URL u�ðiÞ, which would incur the cost of link visitation time

Tðu�ðiÞÞ. Expecting to have the full knowledge of �ðwpðu�ðiÞÞ,�Þ

for all u�ðiÞs involved in the optimal planning process is imprac-

tical because this would require the crawler to visit every link in

the candidate URL pool, which is highly undesirable. Taking

into account the considerable amount of time cost for ‘know-

ledge acquisition’ in terms of the time required for downloading

the web page wpðu�ðiÞÞ to derive the value of �ðwpðu�ðiÞÞ,�Þ, we

revise the objective function Gðt0, tx,Vðt0, txÞÞ in (4) and formu-

late a new objective function bGðt0, tx,Vðt0, txÞÞ that can be eval-

uated computationally on the fly. For simplicity, we use the short

notation of Ti to denote
Pi�1

j¼1 Tðu�ðjÞÞ, which indicates the time

moment immediately after the first i – 1 URLs have been visited

by the crawler in a crawling session:

maximizeVðt0, txÞ¼ðu�ð1Þ, ���, u�ðnx ÞÞ
bGðt0, tx,Vðt0, txÞÞ ¼

Xnx
i¼1

P10
k¼1

�kðwpðu�ðiÞÞ,TiÞð1�  kðwpðu�ðiÞÞ,TiÞÞ�ðwpðu�ðiÞÞ,�,TiÞ

10

subject to :Xn
i¼1

Tðu�ðiÞÞ � tx � t0; u�ðiÞ 2 UðTiÞði ¼ 1, � � � , nÞ:

ð5Þ
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To understand the design of (5), for a given utility estimate for a
web page �ðwpðu�ðiÞÞ,�,TiÞ, for its k-th relative error interval

½� kðwpðu�ðiÞÞ,TiÞ, kðwpðu�ðiÞÞ,TiÞ�, the corresponding lowest
utility estimate is ð1�  kðwpðu�ðiÞÞ,TiÞÞ�ðwpðu�ðiÞÞ,�,TiÞ with

the estimate confidence being �kðwpðu�ðiÞÞ,TiÞ. Please note the
above estimate gives a conservative measure regarding the utility

scores harvested from crawled web page as the actual relative

error may not be as high as the maximum value,  kðwpðu�ðiÞÞ,TiÞ,
in the error interval. By averaging such estimates for all 10 error

intervals, we derive a conservative estimation of the confidence-
modulated utility score for the i-th web page crawled. Adding up

all nx web pages the crawler acquires along the visitation trajec-

tory, we derive the overall confidence-modulated utility score for
all the web pages acquired by the crawler during the period of

½t0, tx� under the most conservative estimate.

4.2.3 Problem resolution The above formulated optimization
problem is apparently computationally intractable because the

three terms involved in the objective function �kðwpðu�ðiÞÞ,TiÞ,
 kðwpðu�ðiÞÞ,TiÞ and �ðwpðu�ðiÞÞ,�,TiÞ as well as the candidate

URL pool UðTiÞ are all functions of the time consumed up to a
certain intermediate step, i.e. Ti, in the simultaneous crawler

online execution and dynamic planning process. Others may

want to use dynamic programing to derive an optimal solution
for the problem. However, given the typically large number of

steps involved in the planning process it is commonly expected
for a crawler to encounter and gather tens of thousands or even

millions of web pages during one run. Consequently, the cost of
executing a dynamic programing procedure can quickly grow

computationally unaffordable.
To derive the solution in a computationally affordable way, we

hence turn to an approximation algorithm-based approach,

which can be executed efficiently in practice. Let tz be a
moment when the algorithm needs to probabilistically choose a

crawling target. At this moment, the algorithm chooses from the
then candidate URL pool UðtzÞ a link ui with the probability of

piðtzÞ ¼
qiðtzÞP

uj2Uðtz Þ
qjðtzÞ

where qiðtzÞ is defined as follows:

qiðtzÞ ¼
X10
k¼1

�kðwpðuiÞ, tzÞð1�  kðwpðuiÞ, tzÞÞ�ðwpðuiÞ,�, tzÞ: ð6Þ

Note that before we acquire a sufficient number of samples of
�ðwpðui,�ÞÞ, we cannot train a reliable model to serve as

�ðwpðui,�ÞÞ because the training data required of �ðwpðui,�ÞÞ
is in the form of pairs of ðFðuiÞ,�ðwpðuiÞ,�ÞÞ (see the defintion of

(2) in Section 4.2.1). Therefore, we assign a uniformly random
distribution over all candidate URLs that are currently available.

That is, we set piðtzÞ ¼
1
jUðtzÞj

. In our current implementation, we

use (6) to assign probability distributions of fpiðtzÞg when the

crawler has acquired41000 web pages in a crawling session.

4.3 Workflow of prototype web crawler

Putting all the algorithmic modules together, we constructed a
user-oriented adaptive web crawler. The overall operating pro-

cedure of the pipeline is as follows. Given a specific user web
crawling need �, the user first conducts a few brief web query

efforts wherein he/she would compose a few queries to search the

web. Within the returned search results, the user then selectively

identifies a few ‘good’ search result web pages fwpgoodi g that sat-

isfy the need � as well as a few ‘bad’ search result web pages

fwpbadi g that fail to satisfy the need. Given such initial set of

positive and negative examples, the method then trains the pre-

dictive model �ðwpx,�Þ for determining the utility score of an

arbitrary search result web page wpx using the method intro-

duced earlier in Section 3. Given the trained web page utility

assessment model �ðwpx,�Þ, we then launch our advaptive

web crawler following the design introduced at Section 4.2.
During the online execution of the web crawler, according to

the utility scores �ðwpx,�Þ derived from the currently down-

loaded web pages fwpxg, we can then train the lightweighted

web page utility estimation function �ðwpðuiÞ,�, tzÞ, which can

be deployed to estimate the utility of a web page wpðuiÞ without

requiring the web crawler to first download the page, thus offer-

ing a tremendous time saving for the crawling procedure. To

balance two alternative options, (i) to derive a most accurate

estimation model �ðwpðuiÞ,�, tzÞ by making use of all available

training samples through timely model retraining and (ii) to save

some model training time for the actual web crawling process, we

adopt the tradeoff solution of only retraining the model of

�ðwpðuiÞ,�, tzÞ when there are 10% additional training samples

available. Note that after each round of retraining, we will ac-

quire a new version of the functions �kðwpðu�ðiÞÞ,TiÞ,

 kðwpðu�ðiÞÞ,TiÞ and �ðwpðu�ðiÞÞ,�,TiÞ, which allows the crawler

to update its crawling strategy according to (6).
It shall also be noted that during any moment of the crawler’s

execution process, an end user can always label additional search

results as being satisfactory or not with respect to the informa-

tion acquisition need �. Such interactive user labeling process

allows an end user to dynamically expand the training sets of

fwpgoodi g and fwpbadi g. Once these two training sets are expanded,

the model of �ðwpx,�Þ will be updated, which in turn will lead

to an updated model of �ðwpðuiÞ,�, tzÞ.

5 EXPERIMENTAL RESULTS

To explore the potential of our proposed web crawler, we con-

ducted two crawling tasks where we, respectively, collected pa-

tient-generated online content regarding two cancer research

topics: one on breast cancer patients and their lifestyle choices

and the other on lung cancer patients with history of smoking.

Both crawling tasks are relevant for addressing epidemiological

type questions by analyzing online personal stories of cancer

patients who meet the specific selection criteria imposed by the

cancer researcher. For the breast cancer study, 133 positive and

875 negative exemplar search results were manually collected by

a human researcher to initialize the crawling system. These

sample results were mostly collected by manually searching es-

tablished cancer-related forums such as the American Cancer

Society’s cancer survivor network forum ACS (2013). To assess

the performance advantage of the new crawler with respect to the

state-of-the-art, we compared our crawler with one of the leading

adaptive web crawlers proposed by Barbosa and Freire (2007) as

a peer crawling method. We implemented the prototype system

of the peer method according to the design and all technical

details disclosed in their original publication. In our comparative
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experiments, the same set of example search results is used to

train and initialize the peer crawling method.

The runtime performance of both crawlers is reported in

Figure 2 for both case studies. The figure shows the total

amount of web pages crawled (Raw Volume), the amount of

web crawling results obtained by a crawler that are estimated

relevant to the current crawling objective wherein the relevance

estimation is performed by the crawler’s built-in self-assessment

capability (Gross Volume) and the amount of satisfactory search

results obtained as judged by the human end user (Net Volume).

In addition, we also show the temporal precision (Precision) and

cumulative precision (Cumulative Precision) of either crawler

throughout the whole crawling process as measured via a sam-

pling-based human evaluation procedure. Owing to the large

volume of crawling results produced, it is prohibitively expensive

to ask a cancer researcher to manually evaluate the quality of

each individual result for deriving the precision of either crawler.

Therefore, we used a sampling-based manual evaluation proced-

ure wherein the researcher manually evaluated the quality of

every other 50 crawling results using binary labels (1: relevant,

0: irrelevant) regarding the relevance of the sampled result.

Comparing between (a) and (b) in Figure 2, we can see that

the peer method obtains a slightly larger raw crawling volume

than our crawler, which is possibly caused by the more sophis-

ticated decision logic used by our method. This qualitative dif-

ference is weakly reversed when it comes to the gross crawling

volume, suggesting that our method works better in guiding itself

to encounter more useful web pages than the peer approach.

More importantly, the precision attained by the new crawler,

both in terms of its temporal precision and cumulative precision

as evaluated by the human searcher, is consistently superior to

that of the peer method. Consequently, the net crawling amount

obtained by our proposed crawler is substantially more abun-

dant than that of the peer method. Table 1 reports the quanti-

tative difference between the two methods in terms of their net

crawling volumes.
To further assess the performance advantage of our web craw-

ler, we performed a secondary experiment for the breast cancer

case study by asking our adaptive crawler to repeat the search

using a substantially reduced number of exemplar search results.

Specifically, the crawler was initialized using only 67 positive and

438 negative search results. The results are also shown in the

figure, which demonstrate a similar qualitative performance dif-

ference between the two methods in comparison: (i) the peer

method encounters more web pages than our crawler in that it

obtains a larger raw crawling volume than the new method; (ii)

the gross volume of the two methods is comparable, with a slight

advantage achieved by the new crawler; (iii) the precision of the

new crawler is substantially higher than that of the peer method,

leading to a substantially larger net volume of results crawled by

our approach. Table 1 shows a quantitative comparison between

the two adaptive web crawling methods in terms of their effect-

iveness and time efficiency of harvesting user-desired online

content for two cancer case studies—one on breast cancer and

the other on lung cancer research using both an enriched set and

a reduced set of user-labeled exemplar search results to train each

crawler, respectively. This table reports the number of distinct

web pages crawled that are relevant to the specific information

(a) (b)

(c) (d)

Fig. 2. Performance comparison between our new crawling method (a) and the peer method by Barbosa and Freire (2007) (b) for collecting life stories of

breast cancer patients. Both crawling methods were initialized using the same set of labeled samples. To explore the influence of the training sample size,

we randomly selected 50% of the available positive and negative training samples and repeated the aforementioned comparable analysis (c and d)
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needs and requirements of either study, referred to as ‘net vol-

umes’, after executing each adaptive crawling process for pro-

gressively extended periods of time, namely after 1, 6, 11, 16 and

20h of crawling. To derive the end user-evaluated net volumes of

online content obtained up to each snapshot moment of a crawl-

ing process, we adopt the aforementioned selective sampling-

based manual evaluation strategy. As mentioned earlier in the

text, both our adaptive web crawler and the state-of-the-art peer

crawler were trained and initialized using the same set of seed

URLs and user-labeled exemplar search results for capturing and

understanding the type and scope of online content desired by

e-health researchers in either crawling experiment. Instead of re-

porting the raw volumes of web content acquired by the two

crawlers, respectively, we choose to compare the net volumes

of selectively acquired online content because the latter volumes

more truthfully indicate the amount of acquired web content

relevant and useful for e-health researchers in either study. The

last row of each subtable also reports the rate of harvesting user-

desired online content by our crawler with respect to the harvest-

ing rate of the peer crawler at each crawling snapshot moment.

In both comparative studies, the adaptive crawler is consistently

superior to the peer method. In addition, the comparative study

using a reduced set of user-labeled sample web search results

further supports the advantage of the new crawler. Namely,

our new crawler can be initialized with a small set of exemplar

search results for quick launch, which is still capable of obtaining

superior crawling performance.
Similarly, for the lung cancer case study, 73 positive and 700

negative web pages from sites such as the Lung Cancer Support

Community were manually collected as exemplar search results

to initialize the system. For comparison purposes, we further

conducted a peer crawling session by using a reduced set of
human labels consisting of 50 positive and 400 negative sample
web pages. The runtime performance of our crawler for the new

crawling task under the two initialization conditions is reported
in Figure 3 and Table 1. Similar to the breast cancer case study,
the new crawler demonstrates clear advantage over the peer

method for the lung cancer case study as well.
As illustrated in Figure 3, for the lung cancer study, the pre-

cision attained by the proposed new crawler, both in terms of its

temporal precision and cumulative precision according to the
evaluation by the human end user, is consistently superior to
that of the peer method. Benefited by this prevailing advantage

of the new crawler in more precisely locating and acquiring
online content relevant to the specific crawling needs, the net
crawling amount by the new crawler consistently surpasses that

of the peer method for both crawling sessions using the enriched
and reduced training sets of user-labeled exemplary search re-
sults. This conclusion can also be quantitatively verified by the

comparative rate of harvesting speeds between the two crawling
methods as reported in the last rows of the subtables (b) and
(d) in Table 1.

We further observe that when trained using the enriched set of
user-labeled exemplary search results, our crawler obtains a
roughly comparable rate of raw crawling volumes as the peer

method. Yet, when trained using the reduced set of user-labeled
search results, for the initial 10 h of crawling, our crawler exhibits
a slower rate of harvesting the raw crawling volume than the peer

method. However, as the crawling time keeps increasing, our
crawler gradually catches up with the peer crawler in terms of
the raw crawling volume. At the end of the 21h of crawling, the

raw volumes of results obtained by both methods become highly
comparable.
For the initial slower rate of acquiring the raw crawling

volume, recalling the early conclusion that the new crawler con-
sistently sustains a superior crawling precision than the peer
method, it seems that the proposed new crawler favors precision

rather than the raw crawling volume as compared with the peer
crawler. That is, we hypothesize that the new crawler may choose
to spend more time in executing its adaptive web crawling logics

to determine on-the-fly a web crawling plan for the current
crawling task rather than the alternative strategy of performing
more operations of raw web crawling with a less deliberated

adaptive crawling plan. Consequently, the new crawler may
exhibit a slower rate of web crawling than the peer method.
As verified by the performance evaluation results reported in

Figure 3 and Table 1, such prioritized execution of the planning
process for adaptive web crawling turns out to yield more effect-
ive overall return in terms of the net volume of crawling results

obtained. Such tactical crawling strategy determination may not
be necessary or evident when the amount of available user-
labeled exemplary training samples is abundant; yet when the

samples are scarce or less informative, extra planning in the
adaptive crawling process may be more important for the pro-
posed crawler compared with the peer method.

For the second phase of the gradual speedup of the proposed
adaptive crawler, a potential reason is that when more online
content has been crawled and thus becomes available for retrain-

ing the lightweighted crawler navigation model �ðwpðuiÞ,�, tzÞ,
the utility of frequent model retraining declines. Thus, by shifting

Table 1. Quantitative comparison between the performance of our craw-

ler and that of the peer method (Barbosa and Freire, 2007) in terms of the

net volumes of user-desired online content harvested by each crawler for

progressively extended periods of crawling time

Comparison Cumulative crawling time (hour)

Method 1 6 11 16 20

(a) Crawling for the breast cancer study (enriched training set)

Peer crawler 225 1021 2403 2904 3607

Our crawler 506 3085 5732 8691 10628

Rate (our/peer) 2.25 3.02 2.39 2.99 2.95

(b) Crawling for the breast cancer study (reduced training set)

Peer crawler 562 1125 1565 1964 2403

Our crawler 284 1569 3184 4830 5800

Rate (our/peer) 0.51 1.39 2.03 2.46 2.41

(c) Crawling for the lung cancer study (enriched training set)

Peer crawler 166 883 1620 2325 3263

Our crawler 404 3124 5286 6810 8130

Rate (our/peer) 2.43 3.54 3.26 2.93 2.49

(d) Crawling for the lung cancer study (reduced training set)

Peer crawler 107 1104 2021 2643 3404

Our crawler 168 1409 2285 3302 4881

Rate (our/peer) 1.57 1.28 1.13 1.25 1.43

Note: See more detailed explanations about the comparative experiments for per-

formance benchmarking in the text.
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more time from the model retraining to actual web crawling
operations, the crawler can obtain the raw volume faster. A

second potential reason for the accelerated rate of the raw crawl-

ing volume is that after the crawler has accumulated a critical

mass amount of online content, such an intermediate result set

may lead to a more effective �ðwpðuiÞ,�, tzÞ for guiding the

crawler to visit web pages with fast link visitation time.

6 DISCUSSION

Comparing the design of our newly proposed adaptive crawler

with that of the peer method presented in Barbosa and Freire

(2007), there exist four key aspects of similarities between the two

approaches as follows: (i) both methods are designed with an

online learning capability, which automatically learns on-the-

fly to capture characteristics of promising crawling paths or des-
tination web regions that lead to the most rewarding discoveries

of online content relevant to the current crawling needs,; (ii) both

methods are equipped with a randomized link visitation strategy

where the likelihood of selecting a certain link from the candidate

URL pool for visit in the next crawling step is probabilistically

modulated by the estimated reward that the link can lead to the

discovery of relevant content, (iii) both methods are equipped

with some self-assessment and self-critic module that can autono-
mously determine the relevance of any harvested web page with

respect to the crawling needs for selective output of crawling

results and (iv) both methods extract text features and select

the most reliable subset of candidate features to construct the

predictive estimator on the crawling utility of a link.

The key differences between the two methods include (i) to

forecast the utility of a link ui, our method introduces a light-

weighted learner �ðwpðuiÞ,�Þ that predicts the utility score

before crawling the web content pointed to by ui according to

the information provided by the snippet associated with ui. Such

snippet is always available for search results returned by a typical

search engine (such as Google and Yahoo). The snippet includes

ui’s URL, a running head text of ui and a brief piece of selected

text from the search result associated with ui. In comparison, the

adaptive link learner introduced in the peer method only exam-

ines the text information encoded in a link’s URL when perform-

ing the link utility estimation. The extended scope of textual

information available from the snippet of a link allows our pre-

dicting function to be able to estimate the link utility more ac-

curately (as confirmed by the experimental results), which results

in better accuracy in targeted web crawling. (ii) In addition to the

lightweighted learner �ðwpðuiÞ,�Þ, our method also carries a

more powerful web page utility assessment function �ðwp,�Þ

that measures the utility of a web page wp with respect to the in-

formation need � after the web page is crawled. Based on the

output of the function �ðwp,�Þ, we dynamically retrain the

function of �ðwpðuiÞ,�Þ so that the particular machine learning

model selection and configuration are optimized on-the-fly ac-

cording to all the cumulative quality assessment scores produced

by the function �ðwp,�Þ since the beginning of the current

crawling session. This novel two-tier online learning framework,

which was not present in the peer method, allows our method to

be able to train a more tailored and task-optimized link utility

predictor �ðwpðuiÞ,�Þ in an autonomous fashion. (iii) The peer

(a) (b)

(c) (d)

Fig. 3. Performance comparison between our new crawling method (a) and the peer method by Barbosa and Freire (2007) (b) for collecting personal

stories of lung cancer patients with history of smoking. Both crawling methods were initialized using the same set of labeled samples. To explore the

influence of the training sample size, we randomly selected a subset of the available positive and negative training samples and repeated the aforemen-

tioned comparable analysis (c and d)
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method uses a specialized classifier for recognizing online search-
able forms as a critic to judge the relevance of their online crawl-
ing results. This feedback mechanism is only applicable for the

particular crawling needs to discover web pages of searchable
forms as hidden entries to online databases. In contrast, when
assessing the utility of a crawled online content web page, our

method comprehensively considers the content words in the main
body of an HTML file, words in the heading and subtitles of an
HTML file and the anchor text embedded in an HTML file.

Benefited by this more generic design of the self-assessment
mechanism, which is coupled by a corresponding more advanced
text feature extraction, selection and predictive modeling imple-

mentation, our adaptive crawler is able to detect online content
meeting a much wider spectrum of users’ needs for a more gen-
eric scope of applications. (iv) Our new crawler design explicitly

models the confidence and reliability of its link utility prediction
performance during the execution of online web crawling and
considers such uncertainty during its planning of adaptive stra-
tegies for the current crawling task. This uncertainty modeling

feature is missing from the design of the peer method. (v) Our
crawler design explicitly models the time required to access a
given web page for balancing the time spent between developing

more carefully planned crawling strategies versus executing more
operations of web page harvesting with less deliberated crawling
strategies. Such feature is also absent from the design of the peer

method.
To better understand the behavior characteristics of the two

crawling methods, we conducted some further investigative ana-

lysis to comparatively examine crawling results obtained by each
crawler for the two case studies reported in this article. First, we
examined the overlap between crawling results harvested by the

two crawlers using three metrics, which assess the amount of
common content between two crawling result sets S1 and S2

on the levels of key words, documents and sites, respectively.

For the key word-level overlap between S1 and S2, we first
extracted the key words from each result set using the RAKE
algorithm (Rose et al., 2012). Next, we ranked the two lists of key

words according to each key word’s term frequency-inverse
document frequency value among its corresponding crawling
result set. We then counted the number of common key words

included in the top-ranked key word lists of S1 and S2 as the key
word-level overlap between S1 and S2. Figure 4 reports results of
the estimated key word-level overlap between the two sets of

crawling results where both crawlers are trained with the full
set of example search results. Figure 4a shows that the key
word-level overlap remains roughly in the same value range (be-

tween 60 and 80%) even when estimated using different sizes of
top-ranked key words. We then chose a representative window
size (300) for the top-ranked key words and estimated the key

word-level overlap throughout the entire crawling sessions. The
results are shown in Figure 4b, according to which we can see the
overlap between the two crawling result sets also stably remains

within the same value range of 60 and 80% during the progres-
sion of the crawling processes. For the document-level overlap,
we use the cosine distance to measure pairwise document simi-

larity. We then estimated the overlap between S1 and S2 as the
number of documents in S1 and S2 that can find at least one
counterpart document in the other crawling result set with which

their pairwise document similarity is no590%, divided by the

total number of documents in S1 and S2 (without duplicate

document removal). For the breast cancer study, the estimated

document-level overlap is 69.5%; for the lung cancer case study,

the estimated document-level overlap is 66.2%. Lastly, we also

estimate the site-level overlap between the two crawling result

sets. For the breast cancer study, the estimated site-level overlap

is 33.7%; for the lung cancer case study, the estimated site-level

overlap is 27.3%. We suspect the reason for the reduced numbers

in the estimated overlap scores is because the site-level overlap

estimate focuses on the physical URL positions of the acquired

web pages rather than the actual content embedded in these web

pages. Therefore, site-level overlap estimate presumably under-

estimates the actual content overlap between the two crawling

result sets. Overall, according to the above analysis of overlap-

ping content between the two crawling result sets, we acknow-

ledge the benefit of simultaneously running both crawlers to

acquire online content in a complementary fashion, as only a

partial body of the harvested materials is commonly acquired

by both crawling methods.

To understand the content similarities and differences between

online materials harvested by the two crawlers, we further gen-

erated for each case study three lists of top-ranked key words,

including key words that appear in both sets of crawling results,

referred to as ‘common keywords’ and key words that appear

only in crawling results acquired by one of the two crawlers,

referred to as ‘unique keywords’. By manually reading through

these three lists of top-ranked key words saliently embodied in

the crawling results, we empirically notice that the common key

words cover overwhelmingly generic non-technical terms asso-

ciated with cancer, such as ‘cancer’, ‘therapy’, ‘surgery’, ‘treat-

ment’, ‘tumor’ and ‘diagnosis’. For key words unique to the peer

crawling method, they primarily include technical terms asso-

ciated with cancer, such as ‘invasive breast cancer’, ‘ultrasound’,

‘discharge’, ‘vivo’, ‘ducts’, ‘lobules’, ‘mortality’, ‘ductal carcin-

oma’ and ‘inhibitors’. Finally, key words unique to our adaptive

crawler are mostly associated with lifestyle aspects of a patient,

and fewer key words describing the disease itself. In summary,

(a)

(b)

Fig. 4. Estimated key word-level overlap between crawling results ob-

tained by our adaptive crawler and the peer crawler for the two case

studies (using the full set of training examples in each crawling session)
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the peer method appears to collect online content richer in med-
ical terms, whereas the adaptive crawler appears to be able to
harvest cancer patient stories that expose more abundant details
in lifestyle and emotionally related matters. It is noted the latter

type of crawling results acquired by our crawler agrees better
with the true information collection needs of e-health researchers
in both case studies—one about gathering life stories of breast

cancer patients and the other about smoking of lung cancer pa-
tients. We speculate this better alignment of crawling results with
researchers’ information acquisition needs is achieved by the

more content-sensitive adaptive crawling mechanism of our
new crawler, benefited by its more advanced selective online con-
tent detection and acquisition algorithm proposed in this article.

7 CONCLUSION

We propose a user-oriented web crawler that can adaptively ac-
quire social media content on the Internet to meet the specific

online data source acquisition needs of the end user. We evalu-
ated the new crawler in the context of cancer epidemiological
research with two case studies. Experimental results show that
the new crawler can substantially accelerate the online user-

generated content acquisition efforts for cancer researchers
than using the existing state-of-the-art adaptive web crawling
technology.
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