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What is the defining property of addiction? We dust off a
several-decades-long debate about the relative importance
of two forms of reinforcement—positive reinforcement,
subjectively linked to drug-induced euphoria, and negative
reinforcement, subjectively linked to the alleviation of
pain—both of which figure importantly in addiction theory;
each of these forms has dominated addiction theory in its
time. We agree that addiction begins with the formation of
habits through positive reinforcement and that drug-
opposite physiological responses often establish the condi-
tions for negative reinforcement to come into play at a time
when tolerance, in the form of increasing reward thresholds,
appears to develop into positive reinforcement. Wise’s work
has tended to focus on positive-reinforcement mechanisms
that are important for establishing drug-seeking habits and
reinstating them quickly after periods of abstinence,
whereas Koob’s work has tended to focus on the negative-
reinforcement mechanisms that become most obvious in
the late stages of sustained addiction. While we tend to
agree with each other about the early and late stages of
addiction, we hold different views as to (i) the point
between early and late at which the diagnosis of ‘addiction’
should be invoked, (ii) the relative importance of positive
and negative reinforcement leading up to this transition,
and (iii) the degree to which the specifics of negative
reinforcement can be generalized across the range of
addictive agents.

POSITIVE REINFORCEMENT IN ADDICTION: ISSUES
OF CAUSE AND CONSEQUENCE (ROY A WISE)

All things have a root and a top
All events an end and a beginning

Whoever understands correctly

What comes first and what follows
Draws nearer to Tao

(Hughart, 1984)

What is the defining property of addiction; what comes
first and what follows? Is positive reinforcement sufficient
to establish an addiction? Or must negative reinforcement
come into play before an individual is past the point of
improbable return? Here we have little agreement. The
continuing debate over whether cannabis is addictive; the
historical debate over whether nicotine is addictive; and the
emerging debates over whether compulsive gambling, video
gaming, and sexual behavior are addictive all result from
the fact that there is no widely accepted scientific definition
that allows us to identify the point at which addiction
emerges from a casual or ‘recreational’ habit. In the first
place, the committees of clinical experts that set forth
diagnostic criteria for such groups as the American
Psychiatric Association (APA) and the World Health
Organization do not offer a scientific definition (Schuckit,
2012); in the second, there is little agreement between
(Edwards, 2012), or even within, these scholarly groups
(O’Brien et al, 2006). Instead of ‘addiction,’ the Diagnostic
and Statistical Manual of Mental Disorders (DSM) (like
Koob in his first quotation below) stresses the term
‘dependence’ (also a fuzzy term, one that sometimes refers
to ‘physical’ dependence and sometimes to questionably
defined ‘psychic’ dependence). Thus, not surprisingly, the
reliability of diagnosis using the DSM—the authority on
which new animal models have recently been based
(Deroche-Gamonet et al, 2004; Vanderschuren and Everitt,
2004)—has been poor and is getting worse (Hasin et al,
2013). In truth, in our use of the word ‘addiction,’ we share
the sorry condition articulated by Humpty Dumpty: ‘When
I use a word it means just what I choose it to mean—neither
more nor less’ (Norman White used this quotation earlier in
a related context; White, 1989).

There are good reasons that the word ‘addiction’ does not
appear as a diagnostic category in the DSM. It simply means
different things to different people—even to different
experts (including Koob and me). When some people think
of addiction, they think of the condition of addiction, the
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condition of someone at the stage of asking for treatment
or of causing problems for others: someone who has
progressed to the later stages of this progressive process.
This is a useful clinical perspective; it focuses on the variety
of symptoms that require attention and for which medica-
tions might be developed. Others, however, are thinking of
the process of addiction, looking for the necessary and
sufficient conditions for the development of addiction, the
transition from volitional to compulsive drug use. This is a
scientific perspective, probing the differences between cause
(what comes first) and consequence (what follows). The
first use of the word differentiates the extremes of addiction:
it differentiates the end points from the drug-naive starting
point. The second seeks an intermediate point, a point of
no return, a point partway down the slippery slope of
increasingly compulsive intake. It is problematic for those
interested in process that addiction does not suddenly
appear like a fever or a boil at some relatively well-defined
and finite point along the way. Rather, it begins to grow
with the first reinforced response and strengthens incre-
mentally thereafter, even in the case of a classic addiction
such as opiate addiction (McAuliffe and Gordon, 1980).

Opiate addiction offers a good case in point. Opiate
addiction is the addiction against which all others are
traditionally compared (Tatum and Seevers, 1931). Repeated
use of opiates usually, but not always (Zinberg and Jacobson,
1976), leads to tolerance and dependence (Tatum and
Seevers, 1931), conditions in which progressively higher
doses are required to maintain initial drug effectiveness and
in which abrupt drug abstinence results in a largely
autonomic withdrawal syndrome involving thermoregulatory
(chills and sweats) and gastrointestinal (cramps, diarrhea)
disturbances. The chills, sweats, cramps, and diarrhea
associated with opiate withdrawal have traditionally been
considered to be what maintains opiate addiction; the idea
was that opiate use becomes compulsive when continued
intake becomes required to avoid these and other unpleasant
withdrawal symptoms. Much of classic addiction theory has
dealt with the mechanisms of the tolerance and withdrawal
distress on this assumption that they motivate increasing
intake and increasing compulsion to continue opiate use
(Collier, 1980; Goldstein and Goldstein, 1961; Himmelsbach,
1943; Jaffe and Sharpless, 1968; Koob et al, 1989a;
Lindesmith, 1947). However, while the desire to relieve
withdrawal distress can add to the motivation to continue
self-administration of opiates, it has long been recognized
that compulsive drug intake can develop before the
development of physiological dependence: ‘Dependence and
tolerance are neither necessary nor sufficient conditions for
the compulsive self-administration of a drug, a behavior that
common parlance has defined very well as ‘addiction’’
(Goldstein, 1983; see also Deneau et al, 1969; Seevers and
Schuster, 1967; and Woods and Schuster, 1971). Indeed, rats
will repeatedly self-administer morphine locally into the
ventral tegmental area of the brain without signs of tolerance
or dependence, whereas they will not self-administer the drug
into the periaqueductal gray, where it does cause classic
dependence signs (Bozarth and Wise, 1984).

What comes after cannot explain what comes first. That is,
withdrawal distress cannot explain the habit that initially
established physical dependence, nor can it explain the
rapidity of relapse in addicts that have been detoxified

(Stewart and Wise, 1992). Consider the cases of cocaine
and alcohol self-administration. The ultimate end points
of intravenous cocaine addiction in laboratory animals
(Bozarth and Wise, 1985; Deneau et al, 1969; Johanson et al,
1976) and alcoholism in humans (McKeon et al, 2008) are
convulsions and death, but we do not consider convulsions
and impending death to be causes of addiction—they are
consequences that need treatment and that are worth
modeling, but they are not consequences that help us
understand the nature of the compulsion that led to their
development. They are part of the disease state caused by
addiction; they are not part of the cause of addiction.

While dependence theory is intuitively satisfying and
was central to early theories of addiction (Collier, 1965;
Goldstein and Goldstein, 1961; Himmelsbach, 1943;
Lindesmith, 1947; Tatum and Seevers, 1931), it did not
explain the rapid acquisition of intravenous drug taking in
laboratory animals (Deneau et al, 1969; Schuster and
Thompson, 1969) and it did not appear to explain the
self-administration of psychomotor stimulants such as
cocaine and amphetamine (Pickens and Harris, 1968;
Wise and Bozarth, 1987).

Although the simple laws of instrumental habit reinforce-
ment (Johanson, 1978; Katz, 1989; Wise, 1987) dominated the
addiction literature in the 1970s and 1980s, in recent years it
has been pointedly argued that mere drug self-administra-
tion—the dominant animal model of addiction over the past
half-century—does not, by itself, constitute addiction. This is,
of course, true and is seemingly confirmed by self-report in a
widely cited comorbidity study (Anthony et al, 1994).
However, it is dangerous to generalize across drug classes,
particularly from survey or introspectional data. Such
statements as ‘This pathological behavior appears only in a
small proportion (15–17%) of those using drugs’ (Deroche-
Gamonet et al, 2004) generalizes across such different drugs
as cannabis, on which less than 10% of users reported
dependence, and tobacco, on which more than 30% reported
dependence. It also generalizes from a single culture; surely
the numbers worldwide depend on conditions of drug
availability, social disapproval, and other environmental
factors (compare the rates of alcoholism between the Czech
Republic and Saudi Arabia). Finally, it lumps together self-
reported intranasal use of cocaine by some and smoking or
intravenous use of the drug by others; the statement that
not all individuals who use drugs become addicted to them
should be qualified by some kind of objective and
quantitative statement as to the degree of drug use that is
insufficient to establish addiction. In the Anthony survey
(Anthony et al, 1994), there were only minimal guidelines as
to what constituted significant ‘using’ of drugs, and there was
no differentiation between routes of administration. Trying
cocaine by the intranasal route and getting away with it
should not encourage us to try it by smoking it or taking it
intravenously. Moreover, the question of how many who use
a drug become addicted to it depends on what level of drug
use or drug seeking we define as the first stage of addiction.

While it is obviously true that simply trying drugs is not a
sufficient condition for becoming addicted to them, I would
argue that this is not equally true for humans and for
laboratory animals. It is clearly true in the case of alcohol;
like most humans, most laboratory rats will not drink
alcohol to the point of physical dependence (Wise, 1975), let
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alone to the point of convulsions and death. Alcohol is
simply not a very powerful reinforcer for laboratory rats;
this is not surprising, as it causes only a modest 100%
increase in extracellular levels of the reward transmitter
dopamine (Di Chiara and Imperato, 1988). But what about
intravenous cocaine or amphetamine, which drive extra-
cellular dopamine levels many times higher (Pettit and
Justice, 1989; Ranaldi et al, 1999; Wise et al, 1995b)? In the
case of intravenous cocaine, I believe that quite limited
initial self-administration of the drug is a sufficient
condition for addiction, at least in laboratory rats.

If given unlimited access to intravenous cocaine, rats or
monkeys that learn to respond regularly for the drug will,
unless their veins or catheters fail, almost invariably take
cocaine to the point of convulsions and death (Bozarth and
Wise, 1985; Deneau et al, 1969; Johanson et al, 1976). Even
if given access to intravenous cocaine for as little as 2 h per
day, most animals take the drug steadily, and, if testing
continues for weeks or perhaps months, many reach the
point of being willing to take the drug despite painful
footshock (Deroche-Gamonet et al, 2004) or merely the
threat of painful footshock (Vanderschuren and Everitt,
2004). In my lab in Montreal, where we gave animals 4 h of
daily access to intravenous cocaine at 1 mg/kg/injection,
89% learned within 1–5 days to take cocaine steadily and
without stopping until the drug was withdrawn. While the
time between injections was initially quite variable, the
variability narrowed to levels that meet my operational
definition of compulsive drug taking (Figure 1) (Wise,
1996). We had similar results (88 and 91%) with
amphetamine (0.25 mg/kg/injection) and heroin (0.1 mg/
kg/injection). We did not food-restrict, prime, or shape
these animals; we simply placed rats with jugular catheters
for 4 h a day in chambers where accidental or intentional
lever pressing resulted in intravenous injections. For the
most part, the 10% of our animals that did not learn to take
the drug regularly within 5 days could be attributed to
catheter or vein problems rather than to ambivalence for the
drug. Animals trained in the same way and given unlimited
access to intravenous cocaine invariably continued to take
the drug, with little variation in rate (except for periods of
collapse and sleep), to the point of convulsions and death
(Bozarth and Wise, 1985).

Thus, in the case of intravenous cocaine, amphetamine,
or heroin, my view is that simple unfettered exposure to the
drug is a sufficient condition for addiction in rats—rats
sampling these drugs at above-threshold doses and by this
route of administration learn to take it compulsively and
would continue to do so without remission if we did not
limit their access to the drug. I would not generalize this to
other drugs, to other routes of administration, or even to
marginal doses of these drugs (an ED50 means, by
definition, a dose that is ineffective in half the population),
nor would I generalize it to the specific conditions of limited
access used in some animal studies (Ahmed and Koob,
1998; Deroche-Gamonet et al, 2004; Vanderschuren and
Everitt, 2004) or to the addiction-resistant Fischer rat,
which, although equally sensitive to cocaine reward, is
reluctant to lever-press the first time, let alone enough times
to learn about the drug’s rewarding consequences (Ranaldi
et al, 2001). Most of all, I would not generalize it to humans.
Humans are informed about health risks that are not

understood by laboratory animals, and it is anticipated rather
than immediate consequences that are arguably the strongest
deterrent to human addiction, particularly in the case of
tobacco smoking. No such communicated deterrent exists for
laboratory animals, and in my experience laboratory animals
that start taking intravenous cocaine, amphetamine, or heroin
never stop taking them voluntarily except when they collapse
from exhaustion or convulsions (Bozarth and Wise, 1985;
Deneau et al, 1969; Johanson et al, 1976; Pickens and Harris,
1968). I would argue that animals are addicted when they take
these drugs as compulsively as do our animals, even when we
limit their collateral health problems by restricting their drug
access to a few hours a day.

I do not question that addiction can often develop
through the three stages outlined by Koob (Koob and Le
Moal, 1997b), nor do I question the argument that
avoidance of aversive consequences of drug withdrawal
can contribute importantly to compulsive drug seeking in
established addicts. I do, however, argue that the animals
can become addicted long before these stages have
progressed significantly. How do we make objective the
criteria of compulsive drug intake? To my mind the most
important criteria are not whether the animal develops
allostatic neuronal or hormonal adaptations and whether
the animal persists in drug taking despite footshock. To my
mind the rat is addicted when its drug taking becomes
regular, predictable, and uninterrupted except by exhaus-
tion or restricted drug intake. Figure 1 illustrates the
regularity of intake that I offer as evidence of compulsive
cocaine intake in the rat.

My definition of addiction is behavioral. I see addiction as
the result of self-administration (Wise, 1988) of drugs that
more strongly elevate extracellular dopamine levels
(Ranaldi et al, 1999; Wise et al, 1995a; Wise et al, 1995b)
than do such natural rewards as food (Hernandez and
Hoebel, 1988) or sex (Pfaus et al, 1990), and from the
stamping in (Wise, 2004) of the memory traces associated
with that self-administration. The alternatives proposed by
Koob and others (Kalivas, 2009; Nestler, 1992; Robinson
and Berridge, 1993) involve the neuropharmacological
consequences of—that is, the neuroadaptations caused
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Figure 1 From the Wise perspective. Interresponse interval histograms
from a rat lever-pressing for intravenous cocaine in 4-h daily sessions at a
dose per injection of 1 mg/kg. Of interest is the decrease in variability across
days of testing. The narrowing of the distribution of interresponse times
over days offers an objective measure of the steady progress to compulsive
cocaine taking that develops even with limited daily access to the drug.
Wise offers the ratio of mean to standard deviation (M/SD) interresponse
time as an objective measure of the subjective label ‘compulsive.’
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by—the drug itself, and if that were a sufficient condition
for addiction, then simply making animals dependent on
alcohol should give us rodents that drink compulsively to
maintain their dependent state by self-medicating with-
drawal symptoms. To the surprise of many, this approach
has failed multiple times to work in rodents (Lester, 1966;
Wise, 1975), and, indeed, even human alcoholics often fail
to drink to alleviate withdrawal distress but nonetheless
begin drinking again after the severe distress signs have
abated (Mello and Mendelson, 1972).

Addiction changes the brain in two ways (Berke and
Hyman, 2000). First, the brain is changed by repeated drug
exposure, whether self-administered or not (Lüscher and
Malenka, 2011; Nestler, 1992); this is the drug-generated
sensitization of anti-reward in Koob’s formulation. Second,
the brain is changed by the development of memory traces
for the drug experience. I would argue that it is this second
form of brain change—the emerging memory for the drug
experience—that is the more critical difference between the
addicted and the nonaddicted brain. Just as the memory
of one’s first ejaculation can cause sexual cravings and
compulsive masturbation, so can the memory of an initial
euphoric drug experience cause drug cravings and compul-
sive drug seeking (Bijerot, 1980; McAuliffe and Gordon,
1980). It is becoming increasingly clear that self-adminis-
tration of addictive drugs causes brain and peripheral
changes above and beyond those caused by passive receipt
of the drug (Caillé et al, 2009; Chen et al, 2008; Dumont et al,
2005; Krawczyk et al, 2013; Wang et al, 2005; Wang et al,
2013; Wise et al, 2008; You et al, 2007). These changes
determine, in part, when drug availability is expected (Wang
et al, 2013; Wise et al, 2008; You et al, 2007). In the case of
smokers, at least, it is when the next cigarette will become
available, rather than how long the smoker has been without
one, that is the primary stimulus for craving (Dar et al, 2010;
Dar et al, 2005). Thus, my feeling is that we should use the
term ‘addiction’ in relation to early signs of compulsive drug
taking and the cravings associated with it rather than in
relation to the subsequent bodily consequences that often—
as with nicotine and alcohol, for example—develop only
after a long history of drug self-administration.

NEGATIVE REINFORCEMENT IN DRUG ADDICTION:
THE DEVIL IN THE DYSPHORIA (GEORGE F KOOB)

The notion of dependence on a drug, object, role, activity or any
other stimulus-source requires the crucial feature of negative
affect experienced in its absence. The degree of dependence can
be equated with the amount of this negative affect, which may
range from mild discomfort to extreme distress, or it may be
equated with the amount of difficulty or effort required to do
without the drug, object, etc. (Russell, 1976)

My view is that drug addiction, in contrast to recreational
use of drugs, involves not recruitment or sensitization
of reward but rather a drug-generated sensitization of
anti-reward: the ‘devil in the dysphoria.’ We have con-
ceptualized addiction as a three-stage cycle: binge/intoxica-
tion, withdrawal/negative affect, and preoccupation/
anticipation. These stages worsen over time and ultimately
involve elements of impulsivity and compulsivity and both

positive and negative (Shen and Kalivas, 2013) reinforce-
ment within these frameworks (Koob et al, 1997a). Our
argument has been that the stages of the addiction cycle
feed into each other, become more intense, and ultimately
lead to the pathological state known as addiction, in which
negative reinforcement ultimately predominates.

In this context, my argument is that, in addition to the
positive reinforcement of the early stages of the addiction
process, an additional source of motivation is recruited:
negative reinforcement. Negative reinforcement is defined
as the process by which removal of an aversive stimulus (or
aversive state, in the case of addiction) increases the
probability of a response. The aversive, negative emotional
state that drives the negative reinforcement of addiction is
produced by opponent processes. As such, the negative
emotional state is hypothesized to be mediated not only
by deficits in the brain systems that mediate positive
reinforcement but also by recruitment of brain stress/
dysphoria systems that mediate negative reinforcement. We
have argued that drug addiction progresses from a source
of positive reinforcement that may indeed involve more
elements of impulsivity (defined behaviorally as ‘actions
which are poorly conceived, prematurely expressed, unduly
risky, or inappropriate to the situation and that often result
in undesirable consequences’ (Daruna and Barnes, 1993) to
sensitization of the brain stress and anti-reward systems
that may involve more elements of compulsivity (defined as
actions inappropriate to the situation that persist, have no
obvious relationship to the overall goal, and often result in
undesirable consequences). Note that each drug of abuse
with addiction potential may enter the cycle at different
points in the cycle, with emphasis on different elements
constituting each stage. For example, the binge-intoxication
stage is a prominent part of the transition to psychostimu-
lant addiction but plays a much more minor role in tobacco
addiction, in which dependence and withdrawal and the
‘craving’ of the preoccupation-anticipation stage predomi-
nate. Also, the prominent classic opioid-withdrawal syn-
drome driven by a significant painful dysphoria is a
prominent part of the transition to opioid addiction, in
contrast to psychostimulant addiction, which has few
‘physical’ symptoms of withdrawal.

So, what are the historical and current disagreements of
Koob with Wise’s positions? First, historically, I was never
convinced that dopamine was the reward system or the
reward neurotransmitter. For me, dopamine was ‘oil in the
machine,’ to quote H Chris Fibiger (sometime in the 1980s).
I was both wrong and right about that issue, as it is clear
that phasic release of dopamine does drive incentive
salience (see definition above and in Figure 2), but, as
much research has confirmed, tonic dopamine does have a
general facilitory effect on basal ganglia motor function.
However, I still insist that reward can take place in parallel
or independent of even the dopamine phasic activation.
Second, I discovered some 25 years ago that opioid
antagonists had the most profound motivational effects in
opioid-dependent subjects when injected into reward- and
stress-associated brain regions (Koob et al, 1989b) leading
me to hypothesize that it was not the physical signs of
withdrawal that drove addiction but rather the motivational
signs of withdrawal. This led to the reward-deficit/stress-
surfeit hypothesis that guides my current thinking.
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My thesis is that addiction involves long-term, persistent
dysregulation of the activity of neural circuits that mediate
these two sources of reinforcement, deriving from two
mechanisms: decreased function of the brain reward systems
that normally mediate natural rewards and recruitment of
brain stress/anti-reward systems that drive aversive states.
Anti-reward, a concept developed by Koob and Le Moal,
2008, is based on an opponent-process framework that forms
a general feature of biological systems with the hypothesis
that brain systems are in place to limit reward (see footnote
in Koob and Le Moal, 1997b). My concept of an anti-reward
system is derived from the hypothesis of both within- and
between-system neuroadaptations to excessive activation of
the reward system at the neurocircuitry level (Koob and
Bloom, 1988). Within-system neuroadaptations are defined
as the process by which the primary cellular response
element to the drug (circuit A) itself adapts to neutralize a
drug’s effects. Persistence of the opposing effects after the
drug disappears produces adaptation. Between-system neu-
roadaptations are defined as circuitry changes—circuit B (ie,
the anti-reward circuit) is activated, opposing the action of
circuit A, potentially at multiple levels (ie, the reward circuit).

As noted by Wise, important neuroanatomical circuits for
positive reinforcement include the mesocorticolimbic dopa-
mine system that originates in the ventral tegmental area

and projects to the nucleus accumbens and opioid peptides
that interface with not only the nucleus accumbens but also
the ventral tegmental area (to drive dopamine) and the
extended amygdala. However, I argue that what really drives
addiction is excessive activation of this reward and incentive
salience circuitry that in turn triggers key within-system and
between-system neuroadaptive changes that produce the
withdrawal/negative affect stage of the addiction cycle.

For the present discussion, the withdrawal/negative affect
stage can be defined as the presence of the negative
emotional signs of withdrawal in humans, including
malaise, dysphoria, alexithymia, chronic irritability, physi-
cal pain, emotional pain (ie, hyperkatifeia; Shurman et al,
2010), sleep disturbances, and loss of motivation for natural
rewards. It can be characterized in animals by increases in
anxiety-like behavior, increases in dysphoric-like responses
(conditioned place aversion), decreases in pain thresholds,
and increases in reward thresholds during withdrawal from
all major drugs of abuse. Particularly compelling for my
position, in animal models of extended access, where one
observes compulsive-like responding for intravenous self-
administration of drugs of abuse, increases in brain reward
thresholds occur that temporally precede and are highly
correlated with escalation in drug intake (Ahmed et al, 2002;
Jang et al, 2013; Kenny et al, 2006).
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Figure 2 From the Koob perspective. Diagram showing the neurocircuitry of addiction divided heuristically into the three stages of the addiction cycle:
binge/intoxication, blue; withdrawal/negative affect, red; and preoccupation/anticipation, green. The neurocircuits involved are also color-coded, with the
basal ganglia, including the nucleus accumbens (NAc), dorsal striatum (DS), globus pallidum (GP) and thalamus (Thal) as key elements of the binge/
intoxication stage; the extended amygdala, including the central nucleus of the amygdala (AMG), bed nucleus of the stria terminals (BNST), and a transition
area in the shell of the nucleus accumbens (NAc) as key elements of the withdrawal/negative affect stage; and the frontal cortex and allocortex, including the
prefrontal cortex (PFC), orbitofrontal cortex (OFC), hippocampus (Hippo), and insula (Insula) as key elements of the preoccupation/anticipation stage.
Molecular, synaptic, and neurocircuitry neuroadaptations combine to render the four key elements of the transition to addiction: increased incentive salience
(Koob’s shortcut translation of Wise’s ‘dominance for the cues that guide and motivate drug seeking over the cues that guide and motivate the seeking of the
more natural pleasures of life’), decreased reward, increased stress, and decreased executive function.
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Such acute withdrawal is associated with notable mole-
cular neuroadaptive changes within the nucleus accumbens
and decreased activity of the mesocorticolimbic dopamine
system. Molecular neuroadaptive changes during acute
withdrawal include changes within medium spiny neurons
of the nucleus accumbens such as decreased long-term
potentiation (Shen and Kalivas, 2013; Thomas et al, 2001),
increased trafficking of AMPA receptors to the surface of
the neurons (Wolf and Tseng, 2012), increased adenylate
cyclase activity, and phosphorylation (activation) of cyclic
adenosine monophosphate response element binding pro-
tein (Carlezon et al, 1998). Decreased activity of the
mesocorticolimbic dopamine system is reflected by de-
creased firing in electrophysiological recordings (Diana
et al, 1993, 1995) and decreased in vivo release during
withdrawal (Weiss et al, 1996). Human imaging studies of
individuals with addiction during withdrawal or protracted
abstinence have generated results that are consistent with
such animal studies. There are decreases in dopamine D2

receptors (presumably reflecting hypodopaminergic func-
tioning) and hyporesponsiveness to dopamine challenge
(Volkow et al, 2003). These are hypothesized to be within-
system neuroadaptations that may reflect presynaptic
release or postsynaptic receptor plasticity.

Perhaps less obvious and less accepted by the field, as
dependence and withdrawal develop with compulsive drug
use, brain stress/anti-reward systems such as corticotropin-
releasing factor (CRF), norepinephrine, and dynorphin are
recruited in the extended amygdala, ventral striatum,
ventral tegmental area, and prefrontal cortex. The extended
amygdala, which is composed of the central nucleus of the
amygdala, the bed nucleus of the stria terminalis, and a
transition area in the medial (shell) part of the nucleus
accumbens, is a system with a massive projection to the
lateral hypothalamus, among other areas. For example,
extracellular CRF in the extended amygdala is increased
during acute withdrawal from all drugs of abuse. Critically,
CRF receptor antagonists injected into the extended
amygdala block the anxiety-like effect of withdrawal from
all drugs of abuse, block the elevation in reward thresholds
measured by intracranial self-stimulation associated with
acute withdrawal, and blunt excessive drug taking during
escalated drug taking with extended access to all drugs of
abuse (Koob, 2003, 2009). We have hypothesized that the
brain stress neurotransmitter CRF that is known to be
activated during the development of excessive drug taking
comprises a between-system opponent process, and this
activation is manifest when the drug in removed, producing
anxiety, hyperkatifeia, and irritability symptoms associated
with acute and protracted abstinence.

The aversive stimulus effects of drug withdrawal and stress
are also mediated by activation of the dynorphin-k opioid
system (Chartoff et al, 2012; Knoll et al, 2007; Land et al, 2008,
2009; Mague et al, 2003; McLaughlin et al, 2003, 2006; Redila
and Chavkin, 2008; Schindler et al, 2010). Even more
compelling is that excessive drug self-administration can be
blocked by k antagonists (Walker et al, 2011; Wee et al, 2009)
and may be mediated by the shell of the nucleus accumbens
(Nealey et al, 2011) and the extended amygdala. These results
suggest a between-system neuroadaptation that was originally
hypothesized by Carlezon and Nestler (Carlezon et al, 1998),
in which activation of cyclic adenosine monophosphate

response element binding protein by excessive dopamine
and opioid peptide receptor activation in the nucleus
accumbens (within-system neuroadaptation) triggers the
induction of dynorphin (between-system neuroadaptation)
to feed back to suppress dopamine release and glutamate
release. Thus, our hypothesis is that anti-reward circuits are
recruited as between-system neuroadaptations (Koob and
Bloom, 1988) during the development of addiction, producing
aversive, dysphoric-like, or stress-like states (Aston-Jones
et al, 1999; Koob, 2003; Nestler, 2001) via two mechanisms:
direct activation of stress-like, fear-like states in the extended
amygdala (CRF-norepinephrine) and activation of dysphoric-
like states in the ventral striatum and extended amygdala
(dynorphin).

Perhaps a more radical view that differs sharply from
Wise’s position at an interpretational level, but perhaps not at
a phenotypic level, is that such ‘opponent-like’ processes
begin with a single injection of drug but take an allostasis-like
hold only if that injection pattern leaves no room for
reestablishment of hedonic homeostasis. Indeed, I would
argue not only that the Wise ‘habitual process’ begins with the
first injection but that the ‘dark side’ also begins with the first
injection of the drug and for some individuals there is no
return (what determines why some individuals do not return
to homeostasis and others do is a current compelling issue for
the field). However, that said, the allostasis-like changes in the
reward system that I consider compulsive-like are generally
evident only in animal models with the extended-access
paradigms associated with escalation in drug intake, not with
the short-access paradigms illustrated by Wise in Figure 1 (see
Kenny et al, 2013, for an explicit example of allostatic changes
in reward processes with short- and long-access cocaine self-
administration; see also the Supplementary Material online for
an experiment to test this hypothesis explicitly).

In summary, my argument is that the combination of
decreases in reward neurotransmitter function and recruit-
ment of anti-reward systems provides a powerful source of
negative reinforcement that defines compulsive drug-
seeking behavior and addiction. The development of the
aversive emotional state that drives the negative reinforce-
ment of addiction derives from the excessive engagement of
the constructs we term reward, incentive salience, and
motivation. We have speculated that the brain motivational
systems are a limited resource, and the proper reward
balance that we call hedonic homeostasis requires a hedonic
Calvinist approach (Koob and Le Moal, 1997b). Drug
addiction thus becomes a compelling example of a failure
to return to homeostasis, driven by an allostatic negative-
reinforcement process.

HOW TO MOVE THE FIELD FORWARD (ROY A WISE
AND GEORGE F KOOB)

Each of us has described a personal view of addiction. The
question of our editor’s interest is: how are our views
similar and how do they differ? They are identical in their
starting point: positive reinforcement leads to the initial
repetition of drug taking that becomes habitual and
eventually compulsive. Wise does not question that positive
reinforcement is necessarily limited by opponent processes—
positive reinforcement involves a positive feedback system,
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and positive feedback mechanisms, if not limited by some
form of opponent process, necessarily self-destruct—nor
does he question that negative reinforcement comes to
contribute very significantly to the compulsive chronic use
of addictive drugs. Where the two disagree are largely in
semantic areas. First, Wise does not accept ‘dependent’ as a
synonym for ‘addicted.’ That said, where along the con-
tinuum between volitional and compulsive drug seeking—
between initial positive reinforcement and progressively
developing positiveþ negative reinforcement—is it most
appropriate to draw a line and consider an individual or a
laboratory animal ‘addicted’?

From a conceptual framework, even if one accepts Koob’s
‘dark side’ hypothesis, an argument can be made that,
instead of anti-reward processes increasing, perhaps reward
selection narrows (rats are no longer interested in
alternative rewards, including intracranial self-stimulation,
because the other rewards are not cocaine). In other words,
the value of the drug increases at the expense of other
natural (or unnatural) rewards, and instead of reflecting a
general negative affective state it in fact reflects a very
specific selection by the animal to focus its resources on
obtaining and consuming only its drug of choice and
discounting any other source. However, such a formulation
does not account for the observations in animal models that
pronounced stress-like responses and dysphoric-like re-
sponses dominate during drug abstinence and persist into
protracted abstinence. In addition, CRF antagonists can
reverse the elevation in reward thresholds associated with
withdrawal from opioids, nicotine, and alcohol, and both
CRF and k-antagonists can reverse compulsive drug seeking
and anxiety-like and dysphoric-like responses. It is true that
individuals with substance use disorders prefer their drug of
choice, but Koob would attribute that more to the specific
pattern or quality of the ‘malaise dysphoria’ induced by
chronic excessive use of the drug. Thus, for example, he
would speculate that k-antagonists may be more effective in
reversing compulsive psychostimulant seeking and CRF
antagonists may be more effective in reversing compulsive
alcohol seeking, although such data have yet to be obtained.

We also differ as to the kinds of the animal models we
study. One of us works largely with the early stages of
addiction, for which a minimalist model is appropriate; the
other works extensively on addiction stages where a longer-
term, more inclusive model is appropriate. Wise is more
interested in the second of the two kinds of difference
between the addicted and the nonaddicted brain that are
outlined by Berke and Hyman: the mechanisms of ‘the
association of drug-related stimuli with specific learned
behaviors’ (Berke and Hyman, 2000). Koob’s interests
extend more into the ‘neuronal (and hormonal) adapta-
tions, which are mostly homeostatic responses to excessive
stimulation’ (Berke and Hyman, 2000). Each of us
appreciates the value of the other’s models; neither type
of model should be seen as being in conflict with the other.
Models are not the real thing, and we discovered while
writing this paper that we each have favorite quotes to
underscore this point. Wise suggests a favorite of Yavin
Shaham: ‘The best material model for a cat is another, or
preferably the same, cat’ (Rosenblueth and Wiener, 1945).
And, as Koob says about the obsession with face validity in
animal models, ‘What you are looking for is a rat standing

on the street corner smoking a cigarette with a bottle of
liquor in a brown paper bag, and one will never attain such
face validity in an animal model.’ The fact that our models
and our emphases differ is primarily a reflection of our
individual interests in different parts of the proverbial
elephant. The field will continue to move forward as animal
models are used to probe more deeply the variety of
dimensions of the complex condition we variously call
addiction.
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