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Biomarker assessment plays a critical role in the study and prevention of disease. However, variation in bio-

markers attributable to the menstrual cycle in premenopausal women may impair understanding the role of certain

biomarkers in disease development and progression. Thus, in light of the recently increasing evidence of men-

strual cycle variability in multiple cardiometabolic biomarkers, a reexamination of approaches for appropriately study-

ing and diagnosing cardiovascular disease in premenopausal women is warranted. We reviewed studies (from

1934 through 2012) evaluating changes in cardiometabolic biomarkers across phases of the menstrual cycle,

including markers of oxidative stress, lipids, insulin sensitivity, and systemic inflammation. Each was observed to

vary significantly during the menstrual cycle. For example, nearly twice as many women had elevated cholesterol

levelswarranting therapy (≥200 mg/dL) during the follicular phase comparedwith the luteal phase (14.3%vs. 7.9%),

with only 3% having consistently high levels during all phases of the cycle. Similarly, nearly twice as many women

were classified as being at an elevated risk of cardiovascular disease (high sensitivity C-reactive protein >3 mg/L) dur-

ing menses compared with other phases (12.3% vs. 7.4%). Menstrual cycle–associated variability in cardiometabolic

biomarkers is an important source of variability that should be accounted for in both research and clinical settings.

biomarkers, cardiometabolic; inflammation; menstrual cycle; variability

Abbreviations: CI, confidence interval; CVD, cardiovascular disease; HDL-C, high density lipoprotein cholesterol; HOMA, homeostasis

model assessment; hsCRP, high sensitivity C-reactive protein; LDL-C, low density lipoprotein cholesterol; LH, luteinizing hormone;

SD, standard deviation.

INTRODUCTION

Major advances have been made in the prevention, diag-
nosis, and treatment of cardiovascular diseases (CVDs) over
the past few decades, yet heart disease is still the leading cause
of death amongwomen in theUnited States (1). Several advance-
ments are owed, in part, to the identification and characteri-
zation of important biomarkers that aid in the assessment of
CVD risk and inform clinical care (2, 3). Specifically, tradi-
tional CVD risk scores are recommended for the first-line clinical
assessment of CVD risk in asymptomic adults (3), includ-
ing theFramingham risk score (4), SCORE (5), PROCAM(6),
and Reynolds score (7), each of which incorporates several
biomarkers (total cholesterol, high density lipoprotein cho-
lesterol (HDL-C), low density lipoprotein cholesterol (LDL-

C), triglycerides, hemoglobin A1c, and/or high sensitivity
C-reactive protein (hsCRP)).

Importantly, changes in these biomarkers are often evident
long before overt clinical symptoms or a cardiovascular event
occurs. Thus, monitoring of such markers during this long
latent period permits the opportunity for reversal or delay of
further pathology and occurrence of a life-threatening cardio-
vascular event, as well as characterization of the pathogenesis
of the disease in research studies. Besides the routinely mon-
itored clinical biomarkers, many advances in CVD-related
research have relied upon several different nonclinical bio-
markers related to CVD and its comorbidities (e.g., metabolic
syndrome, diabetes), including markers of systemic oxidative
stress and inflammation, aswell as specific atherosclerotic cho-
lesterol subtypes and surrogate indices of insulin sensitivity.
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A continuing challenge to research seeking to elucidate
CVD progression, prevention, and treatment, however, is the
apparent differences betweenmen and pre- versus postmeno-
pausal women (8). Interestingly, among men and women of
the same age (40 years) and metabolic profile (total choles-
terol, 240 mg/dL; HDL-C, 42 mg/dL; smoker; systolic blood
pressure, 140 mm Hg; and not on medication to treat high
blood pressure), the 10-year risk as estimated by the total
Framingham point scores was only 8% in women compared
with 12% inmen (9). Furthermore, thoughCVD is the leading
cause of death in women, the rate of CVD events in premen-
opausal women is much lower in women than in men, with
the sex disparity in CVD narrowing with time, as the inci-
dence of CVD increases with age (10).
The differences in risk between men and pre- and post-

menopausal women have led researchers to consider estrogen
as a cardioprotective agent in younger, menstruating women.
However, pre- and postmenopausal women have markedly
different hormonal profiles, of which estrogen is only one
component, and several biomarkers of CVD risk factors have
been suggested to be associated with such hormones (11–
15). It remains unclear whether the protective role of estrogen
and other sex hormones is an independent and direct protec-
tive effect on CVD, or whether sex hormones indirectly influ-
ence CVD through effects on intermediate risk factors, such
as the lipid profile (Figure 1). There is some evidence from
the Women’s Health Initiative and the Heart and Estrogen/
progestin Replacement Study trial that would support an indirect
effect, as women on hormone therapy were observed to have
an improved lipid profile despite an overall increase in CVD
events (11, 16). As shown in Figure 1, sex hormones in this
case act as a confounder (17), potentially biasing effect estimates
of CVD risk factors on CVD and introducing additional var-
iability. As such, increasing variability in effect estimates due
to cyclic variability of hormones and CVD risk factors through-
out themenstrual cycle could lead tomisinterpretation of such
CVD risk factors in premenopausal women compared with
noncycling, postmenopausal women and men. Furthermore,
limited but persuasive evidence regarding the onset of acute
cardiovascular events indicates that women are farmore likely
to experience an acute cardiac event during the follicular, and
particularly early follicular or menstrual, phase of the cycle
compared with the luteal phase (18, 19), indicating that a bio-
logically meaningful change in cardiovascular physiology
occurs across the menstrual cycle.
The variability in hormonal profiles and associated changes

in cardiovascular and metabolic risk markers in women, cou-
pledwith the relatively rare occurrence ofCVDevents inwomen
compared with men, may contribute to the lack of strong find-
ings relating biomarkers demonstrated to be markers of cardio-
vascular risk in men to comparable risk in women. Thus, in

light of the recently burgeoning body of evidence related to
menstrual cycle variability, a reexamination of approaches for
appropriately studying and diagnosing CVD risk using bio-
markers in women is warranted.

THE ROLE OF VARIANCE IN ASSESSING RISK

The importance of timing for certain biomarker assessments
is well established. Diurnal variation, for example, has been
a consideration in clinical trials and clinical care for years and
is the prominent reason for fasting and morning collection of
blood and urine specimens. Timing biomarker measurement
within a woman’s menstrual cycle may be equally important.
Because menstrual cycles vary both between and within indi-
vidual women, biomarkers affected by this cyclicity are likely
to have appreciable variation between and within individual
women, in addition to the existing level of variation attribut-
able to usual non–sex-specific sources (e.g., diet, obesity, time
of day/season, and so on). Thus, in order to increase consis-
tency among studies and take into account variation attribut-
able tomenstrual cyclicity, it may be important formeasurement
of certain biomarkers to be timed to, or otherwise standard-
ized for, menstrual cycle phase. Understanding the role of
endogenous estrogen and other cyclic hormones as potential
modulators of biomarkers may facilitate amore accurate com-
parison of biomarker data across sexes.
Regarding the mechanisms of variability in cardiovascu-

lar markers induced by the menstrual cycle, it has been well
documented that steroid hormones, such as estrogen, inti-
mately regulate fundamental cardiovascular functions such as
blood pressure, blood flow, vasodilatation/vasoconstriction,
and vascular inflammation, playing a critical role in the onset
of CVD (20–22). Estrogen has also been shown to influence
a variety of the biomarkers for the metabolic risk factors of
chronic diseases. In particular, biomarkers of oxidative stress,
lipoprotein metabolism, inflammation, and glucose metabolism
have been shown to be associated with endogenous estrogen
levels, as well as with adverse outcomes. Because literature
in premenopausal women has demonstrated that circulating
sex hormones are not static and fluctuate during a woman’s
menstrual cycle (23), it is logical that markers of cardiovas-
cular disease would vary as well in premenopausal women.
Although some studies have attempted to understand the

effect of menstrual cycle phase on certain cardiometabolic
biomarkers (Table 1), few have adequately addressed the issue.
The BioCycle Study, funded by the Intramural Research Pro-
gram of the Eunice Kennedy Shriver National Institute of
Child Health and Human Development, was a recent longi-
tudinal study of 259 healthy, normally menstruating, premen-
opausal women (aged 18–44 years) from western New York
whowere not taking hormonal contraceptives, were not seeking
pregnancy, and had no known history of infertility or repro-
ductive disorders. The study was designed to address several
of the important limitations affecting prior research, includ-
ing small sample sizes, few measurements across the cycle,
and inadequate timing of assessments to menstrual cycle phase,
providing a valuable resource for evaluating biomarker vari-
ability across the menstrual cycle in normally cycling, pre-
menopausal women; the study design and recruitment are
described in detail elsewhere (24). A significant advantage

Figure 1. Diagram outlining the potential direct effect of sex hor-
mones on cardiovascular disease (CVD) and the potential indirect
effect through intermediate CVD risk factors (e.g., lipid profile).
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of the BioCycle Study was the use of fertility monitors to
time clinic visits according to biologically relevant events
marking the menstrual cycle (i.e., timing of ovulation). Fer-
tility monitors tracked luteinizing hormone (LH) and estro-
gen metabolites daily in urine and used a built-in algorithm
to detect the LH surge and time of predicted ovulation (25).
Participant visits occurred up to 8 times throughout the cycle,
instead of only 2–3 times as most previous studies had
attempted. Therefore, biomarker measures were attained at
specific phases of themenstrual cyclewith themost hormonal
variability, corresponding to menses, early follicular phase,
LH/follicle-stimulating hormone surge, predicted time of ovu-
lation, and the early, mid, and late luteal phase. Understanding
the impact of endogenous estrogens and other cyclic hormones
in relation to variation in circulating biomarkers is a crucial step
in assessing cyclic variation in CVD and metabolic risk factors
in premenopausal women. Failure to consider menstrual cycle
phasemayleadtomisinterpretationofbiomarkerdata,withimport-
ant implications from both an epidemiologic and a clinical stand-
point. Therefore, the objective of this review was to evaluate
whether menstrual cycle variability is an important source of
variation in key biomarkers related to cardiometabolic risk
assessment in regularly menstruating, premenopausal women.

CARDIOMETABOLIC BIOMARKERS AND THE

MENSTRUAL CYCLE

Lipoproteins

Lipoprotein metabolism has been shown to play a critical
role in the development of CVD and has also been associ-
ated with circulating levels of estrogen. For example, estro-
gen has been shown to promote the clearance of chylomicron
remnants from circulation, stimulate hepatic lipid production,
increase very low density lipoprotein synthesis and the pro-
duction of HDL-C and LDL-C, and enhance activity of
the low density lipoprotein receptor (26–31). However, until
recently, data to support a relationship between lipoprotein cho-
lesterol and hormone levels across the menstrual cycle have
been inconsistent (Table 1). Numerous studies report lower
LDL-C in the luteal comparedwith follicular phase of the men-
strual cycle (32–40), while others report no significant dif-
ferences in LDL-C across cycle phases (41–45). The majority
of such studies, however, did not time blood sampling to
ovulation, did not verify cycle phase with measured estradiol
or progesterone concentrations, and/or collected only a single
“follicular phase” sample that was either during (43) or too
close to (45) menses, prior to the mid-to-late follicular LDL-C
peak identified in subsequent studies. In the studies designed
to evaluate specific phases of the menstrual cycle on the basis
of LH peak (to verify ovulation timing) and estradiol and/or
progesterone measurements, however, LDL-C was reported to
peak in the follicular/pre–ovulatory phase and to decline in
the luteal phase (34, 35). In agreementwith these latter studies,
observations ofLDL-C throughout themenstrual cycle among
women in the BioCycle Study showed that LDL-C peaked
in themid follicular phase aftermenses and then declined during
the peri–ovulatory phase, continuing to remain low through
the luteal phase (46, 47). Collectively, these studies indicate
that LDL-C changes approximately 7%–17%across the cycle,

which translates to a difference of up to approximately 15
LDL-C points (ng/dL) due to normal variation attributable to
the menstrual cycle of premenopausal women. Changes in
total cholesterol tended to follow a pattern similar to that of
LDL-C, with peak levels observed during the mid follicular
phase, declining during the peri–ovulatory phase, and con-
tinuing to remain low through the luteal phase. The mean
changes in total cholesterol across the cycle varied between
4% and 10%, with the mean intraindividual variability reported
to range from 8% to 19% (46, 47).

Regarding HDL-C, a cardioprotective lipoprotein, studies
have frequently reported no change between follicular and
luteal cycle phases.However, such studies failed to identify rising
HDL-C through the follicular phase, followed by a peri–
ovulatory peak and decline throughout the luteal phase that
were captured only in studieswithmore frequent sampling pro-
tocols and sound characterization of the pre–ovulatory LH
surge (34, 35) and confirmed in the BioCycle Study (46, 47).
Thus, in combination, evidence indicates that HDL-C rises
approximately 7%–9% from menses to ovulation (and falls
by a comparable amount throughout the luteal phase), which
translates to an approximate difference of up to 5 HDL-C points
(ng/dL) attributable to menstrual cycle variation in healthy, pre-
menopausal women.

Although the changes observed in mean levels by cycle
phase were modest, these differences have potential clinical
implications for reproductive-aged women. In fact, women
were observed to cross clinical boundaries of acceptable lipo-
protein cholesterol levels when tested at different phases of
the menstrual cycle. Specifically, fewer women were classified
as having high cholesterol when measured during the luteal
phase compared with the follicular phase (total cholesterol:
7.9% vs 14.3%; LDL-C: 10.5% vs. 17.8%) (46, 47). On the
basis of these findings, the mid follicular phase may be the
best phase for measurement to reduce false negatives, if we
assume that management of a woman’s cholesterol should
be based on a level outside the National Cholesterol Educa-
tion Program guidelines at any point during the cycle (48).
Although treatment decisions regarding the lipid profile may
still require repeated samples above the recommended level,
standardizing the timing of lipid measurements may improve
the interpretability of results and consequently reduce the over-
all number of clinical tests.

F2-isoprostanes

Oxidative stress has been implicated in a wide variety of
disease processes. F2-isoprostanes, a group of prostaglandin
F2α-like compounds derived from free radical–mediated oxi-
dation of arachidonic acid and higher order polyunsaturated
fatty acids, are considered the “gold standard”biologicalmarker
of oxidative stress, and they provide an accurate assessment
of oxidative stress both in vitro and in vivo (49, 50). To date,
there has been little research on the interplay between F2-
isoprostanes and endogenous reproductive hormones through-
out the menstrual cycle (Table 1), despite both F2-isoprostane
and reproductive hormones being prominent biomarkers of
disease in postmenopausal women (51–53). One study reported
urinary F2-isoprostane throughout a single menstrual cycle
in 8 women in response to high versus low dietary soy
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Table 1. Summary of Key Studies Reviewed Evaluating Cardiometabolic Biomarkers Across the Menstrual Cycle in Normally Cycling, Premenopausal Women

First Author, Year
(Reference No.)

Biomarker Measured
Sample
Size, no.

No. of Measures
per Cycle

Determination of Cycle
Phase and/or Ovulation

Main Findingsa

Lipoproteins

Barnett, 2004 (32) TG, TC, HDL-C, LDL-C 48 2 Days from menses and OPK TG↔, TC↔, HDL-C↔,
LDL-C ↑F

Larsen, 1996 (33) TC, HDL-C, LDL-C 19 ∼ 8 (2 per week for 9
weeks)

Days from menses TC ↑F, HDL-C ↑periOv,
LDL-C ↑F

Tonolo, 1995 (34) TG, TC, HDL-C, LDL-C 16 Daily Days from ovulation (serum LH) and menses TG↔, TC ↑F, HDL-C ↑periOv,
LDL-C ↑preOv

Wall, 1994 (35) TG, TC, HDL-C, LDL-C 15 ≥16 (4 per week for 5
weeks)

Hormone patterns (serum E2, P4) between ovulation
(serum LH) and menses

TG↔, TC ↑F and Ov, HDL-C
↑F-Ov, LDL-C ↑F

Muesing, 1996 (36) HDL-C, LDL-C 12 4 (for 3 cycles) Days from ovulation (serum LH, luteal phase by P4)
and menses

HDL-C ↑F, LDL-C ↑F

Schijf, 1993 (37) TG, TC, HDL-C, LDL-C 56 2 Days from menses and serum hormones TG↔, TC ↑F, HDL-C↔,
LDL-C ↑F

Mattsson, 1984 (38) TG, TC, HDL-C, LDL-C 23 4 Days from menses, serum hormones, and basal body
temperature

TG ↑Ov, TC↔, HDL-C ↑L,
LDL-C ↑F

Ahumada Hemer, 1985 (39) TG, TC, HDL-C, LDL-C 114b 5 groups/phases Days from menses and serum hormones TG↔; TC ↑F; HDL-C↔,
LDL-C ↑F

Haines, 1997 (41) TG, TC, HDL-C, LDL-C 47 2 Days from menses ↔

Lebech, 1989 (42) TG, TC, HDL-C, LDL-C 37 3 Days from menses and serum hormones ↔

Azogui, 1992 (43) TG, TC, HDL-C, LDL-C 18 3 Days from menses ↔

Elhadd, 2003 (44) TG, TC, HDL-C, LDL-C 20 3 Days from menses and cycle length ↔

Kim, 1979 (40) TG, TC, HDL-C, LDL-C 14 ∼ 7 (for 3 cycles) Samples every 3–5 days; days from menses and
basal body temperature

TG↔; TC ↑F; HDL-C↔,
LDL-C ↑F

Woods, 1987 (45) TG, TC, HDL-C, LDL-C 15 3 Days from menses, OPK, and luteal P4 TG highest at Ov; TC↔, HDL-C
↔, LDL-C↔

Mumford, 2010 (47) TG, TC, HDL-C, LDL-C 259 8 (for 2 cycles) Days from menses, OPK, serum LH, E2, and P4 TG ↑F; TC ↑F; HDL-C ↑mid cycle;
LDL-C ↑F

F2-Isoprostanes

Nhan, 2005 (54) Urinary 8-iso-PGF-2α 8 Daily Days from menses and ovulation (serum LH) ↔

Schisterman, 2010 (55) F2-isoprostanes, TBARS 259 8 (for 2 cycles) Days from menses, OPK, serum LH, E2, and P4 F2-Isoprostanes ↑ preOv and early
L; TBARS ↑F

C-Reactive Protein

Wunder, 2006 (65) CRP 36 ∼ 16 Days before (F: −12, −11 days) and after (L: +7, +8 days)
ovulation (urinary and serum LH)

↔

Capobianco, 2010 (66) CRP 18 3 Days from menses (plus serum LH, E2, and P4) ↔

Jilma, 1997 (67) CRP 18 3 Days from menses and ovulation (OPK; plus serum
E2 and P4)

↑Mid cycle and L

Blum, 2005 (68) hsCRP 8 15 Days from ovulation (serum LH) ↑Early F

Wander, 2008 (69) CRP (dried blood spots) 8 ∼12 Days from menses and ovulation (urinary E2 and P4) ↑Menses

Gaskins, 2012 (70) hsCRP 259 8 (for 2 cycles) Days from menses, OPK, serum LH, E2, and P4 ↑Menses and L

Insulin Sensitivity

Blum, 2005 (68) HOMA-IR 8 15 Days from ovulation (serum LH) IS↔

Valdes, 1991 (73) ISFSIVGTT 8 3 Days from menses with serum E2 IS ↑F

Table continues
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isoflavone intake (54). Daily averages in F2-isoprostane level
varied widely, with a between- and within-subjects coefficient
of variation of approximately 40%and 20%–53%, respectively,
though no specific pattern across the cycle was identified
(54). Among the relatively larger population of women par-
ticipating in the BioCycle Study (n = 259), F2-isoprostane
levels were observed to vary across the menstrual cycle and
were significantly and inversely associatedwith estradiol con-
centrations after adjustment for age, race, age at menarche,
γ-tocopherol, beta-carotene, total cholesterol, and homocys-
teine by inverse probability weighting (55). Specifically, levels
of F2-isoprostanes were highest around the expected time of
ovulationand lowestduring the follicular phase (55) (Figure2B).
Interestingly, the variability of F2-isoprostanes (standard devi-
ation of measurements) was shown to differ significantly across
the menstrual cycle as well. The variability was on average 66%
higher during the early follicular phase, compared with the
lowest variability observed during the early luteal phase (55).
Thiobarbituric acid–reactive substances, a less specific marker
of oxidative stress, had similar associations in the same study.

A prime example of differences in cardiovascular biomarker
variability in men compared with premenopausal women was
observed in the Coronary Artery Risk Development in Young
Adults (CARDIA) Study, which evaluated the relation between
F2-isoprostanes and coronary artery calcification (56). The
mean level of F2-isoprostanes was 140.4 (standard deviation
(SD), 55.6) pmol/L in men (n = 1,302) and 190 (SD, 108.9)
pmol/L in women (n = 1,548). Subsequently, the adjusted odds
ratios for coronary artery calcification in men versus women
were 1.19 (95% confidence interval (CI): 1.01, 1.40) and 1.13
(95% CI: 0.89, 1.44), respectively (56). Although the point
estimates are comparable across sexes, the variability in women
was larger than that in men, despite the fact that the sample
sizes were roughly equivalent, which could have reduced the
precision and resulted in different conclusions regarding the
strength of the relationship and the value of F2-isoprostanes
as a predictive marker of coronary artery calcification in men
versuswomen. Thus, themenstrual cycle as an important source
of biomarker variability in women could help to explain the
inconsistencies of findings between sexes in previous studies
relating specific biomarkers to CVD risk.

However, a different study measuring changes in F2-
isoprostanes in response to antioxidant vitamin supplementa-
tion, which sampled women specifically between the 7th and
14th days of the menstrual cycle, reported a baseline standard
deviation that was similar, if not lower, relative to the mean
value in women (mean = 164 (SD, 25) pg/mg creatinine;
n = 51) compared with men (mean = 292 (SD, 56) pg/mg creat-
inine; n = 52) (57). Taken together with data from the BioCycle
Study, it is clear that the impact of the menstrual cycle on vari-
ability in the measurement of F2-isoprostanes in premenopausal
women is striking and has potentially dramatic implications
for interpreting outcomes of studies measuring F2-isoprostanes,
a gold standard marker of systemic oxidative stress.

C-reactive protein

Vascular inflammation is a crucial basic mechanism through
which CVD develops and progresses. Controversial data under-
score the complexity of effects on inflammation exerted byT
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estrogen, with both anti- and proinflammatory effects reported
(58). Estrogen has been shown to have a variety of potential
antiinflammatory roles including the generation of nitric
oxide, the regulation of leukocyte recruitment, the scaveng-
ing of free radicals, and the promotion of cell survival (59,
60). hsCRP, an acute-phase protein secreted by the liver, is a
known sensitive marker for subclinical inflammation (61).
Elevated concentrations of hsCRP have recently emerged as
a prominent biomarker of chronic disease risk in both pre-
and postmenopausal women. In addition, clinical measure-
ment of hsCRP is recognized to be of potential utility as an
adjunct measurement to the other major risk factors used in
assessing risk for CVD (9). In fact, among healthy women,

elevated hsCRP is one of the most significant predictors of
cardiovascular disease and heart attack risk (62–64). Estab-
lished cutpoints may be used to qualify low (<1.0 mg/L),
medium (1.0–3.0 mg/L), and high (>3.0 mg/L) relative risk for
clinical disease based on clinical hsCRP determination (9).
Previous reports have indicated that there is no menstrual

cycle variation in C-reactive protein (65, 66), whereas others
reported higher C-reactive protein at midcycle and the luteal
phase as compared with the follicular phase (67) or higher
C-reactive protein in the early follicular phase followed by a
decline to the mid follicular phase (68, 69) (Table 1). How-
ever, all of these previous conflicting studies were limited
by small (n ≤ 36) sample size. Among participants in the

Figure 2. Biomarkers of cardiometabolic disease risk (solid lines), including total cholesterol (A), F2-isoprostanes (B), glucose (C), insulin (D),
high sensitivity C-reactive protein (hsCRP) (E), and uric acid (F), depicted across the menstrual cycle with estradiol (dashed lines). Data repro-
duced with permission (47, 55, 70, 77, 83).
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BioCycle Study, levels of hsCRP varied significantly across
the menstrual cycle, where hsCRP was highest during menses,
decreased during the follicular phase, was lowest on the
expected day of ovulation, and increased in the luteal phase
(Figure 2E) (70). These results were similar to those in the
report of Blum et al. (68), which also utilized a multiple sam-
pling approach with determination of LH surge. Of clinical
significance, the largest percentage of women were classi-
fied as moderate to elevated risk of CVD when measured
during the menses, while the fewest number of women were
classified as such on the predicted day of ovulation. In par-
ticular, more women were classified as being at elevated risk
of cardiovascular disease (hsCRP, >3 mg/L) during the menses
compared with other phases (12.3% vs. 7.4%; P < 0.001).
Moreover, a 10-fold increase in estradiol was associated with
a 24.3% decrease in hsCRP (95% CI: 19.3, 29.0), and a 10-
fold increase in luteal progesterone was associated with a
19.4% increase in hsCRP (95% CI: 8.4, 31.5). These results
support the hypothesis that endogenous estradiol might have
antiinflammatory effects and highlight the need for standard-
ization of hsCRP measurement to menstrual cycle phase in
reproductive-aged women.

Insulin sensitivity

Insulin resistance describes an impaired biological response
to insulin, primarily prevalent in obese individuals, and has
been linked to CVD. Conflicting findings have been reported
regarding the effect of menstrual cycle phase and sex hor-
mones on insulin sensitivity, which could have important
implications for chronic disease. Furthermore, estradiol has
been shown to play a role in the stimulation of glucose uptake
in skeletal muscle, alteration of adipocyte number and size,
and the regulation of hepatic energy metabolism (71, 72).

A few small, but intensive studies of young, healthywomen
with normal menstrual cycles have evaluated insulin sensi-
tivity across menstrual cycle phases; however, data are con-
flicting (Table 1). Insulin sensitivity in 2 studies using modeled
insulin sensitivity from a tolbutamide-modified, frequently
sampled intravenous glucose tolerance test was shown to be
highest in the follicular phase and lowest in the luteal phase
(n ≤ 12 each) (73, 74). However, other studies using hyper-
insulinemic, clamp-based measures of glucose metabolism
(75) and modeled insulin sensitivity from an intravenous glu-
cose tolerance test (76) showed no difference between follic-
ularand lutealphase insulinsensitivity.The latter studyclosely
controlled for environmental factors (e.g., diet on the evening
prior to testing), confirmed ovulation and cycle phase timing
with the combination of menses and fertility monitors (to deter-
mine ovulation), and included surrogate measures of insulin
sensitivity (e.g., homeostasis model assessment (HOMA)
and quantitative insulin sensitivity check index “QUICKI”)
in addition to clamp-measured insulin sensitivity (76). How-
ever, like other studies using labor-intensive and relatively
invasive gold-standard measures, this latter study included
only 13 women. Fasting insulin, glucose, and the homeosta-
sis model of insulin resistance (HOMA-IR) measured in the
BioCycle Study rose before ovulation and reached a maximum
during the luteal phase, indicating relative insulin resistance
during the luteal phase of the cycle (Figure 2C and 2D) (77),

in agreement with the studies previously showing lower insu-
lin sensitivity in the luteal phase using the intravenous glucose
tolerance test (73, 74). Insulin and HOMA-IR were also pos-
itively associated with changes in estradiol and progesterone
and were inversely associated with follicle-stimulating hor-
mone and sex hormone–binding globulin (77).

Although the changes in insulin sensitivity across the cycle
may not be large enough to be clinically meaningful, these
findings do suggest that clinical research studies of insulin
sensitivity among premenopausal women could bemore opti-
mally conducted by timing visits to menstrual cycle phase to
reduce the overall variability in measure of insulin sensitiv-
ity, and that assessment of these markers as components of
the metabolic syndrome in cycling women may also be more
precise if menstrual cycle was taken into account.

Uric acid

Uric acid is associated with CVD mortality risk in men
and women, although outcomes in women, particularly pre-
menopausal women, often display greater variation than they
do in men (78). Though uric acid is associated with CVD in
such studies, it has not consistently been considered an inde-
pendent risk factor for CVD after controlling for numerous
other known risk factors (79). However, uric acid likely con-
tributes to risk of renal injury and hypertension that, in turn,
raises risk for heart disease (80), thereby explaining the lack
of association observed after adjustment for hypertension-
related covariates (e.g., blood pressure, antihypertensive med-
ication use, ventricular hypertrophy) in many studies. Uric
acid likely has a variety of direct and indirect effects on renal
and cardiovascular health and disease that are incompletely
understood (80).

Lower uric acid concentrations in women compared with
men (78) have been attributed to the effects of estrogen on
lowering serum uric acid concentrations. Notably, premeno-
pausal women rarely experience high enough levels of uric
acid to cause health problems, which could be due to the
higher levels of circulating endogenous estrogen. However, the
authors have noted that the effect size of increasing serum
uric acid concentration on increasing CVD risk is greater than
that in men (78). Furthermore, postmenopausal women have
been shown to have significantly increased levels of uric
acid due in part to a drop in estrogen levels. Estrogen may
decrease serum levels of uric acid in postmenopausal women;
however, the interplay between endogenous reproductive hor-
mones and uric acid levels among regularly menstruating
women has not been elucidated. It has been hypothesized
that estradiol may affect serum levels of uric acid through
mechanisms involving renal clearance, secretion, and reab-
sorption (81, 82). Thus, prudent evaluation of this serum
biomarker and its role in cardiovascular disease pathologyand
risk prediction is critical.

Among women in the BioCycle Study, mean uric acid levels
peaked during the follicular phase, dropped around ovula-
tion, and further declined during the luteal phase (Figure 2F)
(83). Specifically, mean uric acid levels decreased by 1.9%
(means: 4.21 vs. 4.14 mg/dL; P = 0.09) from the mid follicu-
lar phase to around ovulation by 2.4% (means: 4.21 vs.
4.11 mg/dL; P = 0.04) at the mid luteal phase and by 3.9%
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(means: 4.21 vs. 4.05 mg/dL; P = 0.001) at the late luteal phase.
However, the mean change within a woman over the cycle was
much greater (30% change; range, 6–139%; mean = 1.1 (SD,
0.5) mg/dL). Only a small number of women were hyperurice-
mic at any given point in a cycle (uric acid ≥ 6 mg/dL; n = 20
women). Only 10 of these women had high levels on more
than one visit. In particular, 7 women had high levels on day 2
(1.4%), 5 during the mid follicular phase (1.0%), 2 during late
follicular (0.4%), 3 during the LH/follicle-stimulating hormone
peak visit (0.6%), 4 during predicted ovulation (0.8%), 6 during
early luteal (1.2%), 6 during mid luteal (1.2%), and 3 during
the late luteal phase (0.6%).
Although the mean uric acid changes observed across the

cycleweremodest (only 2%–4%on average), thewithin-woman
variability was much greater (about 30% on average). Previ-
ous studies are limited, although 2 earlier studies (84, 85)
assessed the variability of uric acid across the menstrual cycle
and observed similar results (Table 1); serum uric acid levels
were highest during menstruation and the follicular phase and
continuously fell thereafter. Of note, this reported variability
across the cycle was observed among healthy women of repro-
ductive age, further emphasizing the importance of consider-
ing menstrual cycle variability as greater changes may be
observed among other at-risk populations (overweight/obese,
women with polycystic ovary syndrome, and so on). These
findings suggest that it is important to take menstrual cycle
phase into account when measuring uric acid in premeno-
pausal women, and they confirm the hypothesized effects of
endogenous estrogen on lowering uric acid. As the relation-
ship between uric acid and cardiovascular disease risk con-
tinues to be explored, such factors contributing to variability
in uric acid unique to women must be considered.

IMPLICATIONS

Study design

Given that biomarkers of CVD risk have demonstrated
cyclic variability across the menstrual cycle among premeno-
pausal women, researchers designing studies with biomarker-
based outcomes should account for the menstrual cycle as a
source of variability. Researchers should consider menstrual
cycle variability in a priori study design not only by meno-
pause status but also by the dayor phase of themenstrual cycle
at the time of biospecimen sampling. Although the best time
to measure biomarkers of CVD risk during a woman’s men-
strual cycle has yet to be established, measurements should be
made at the same time eachmonth for consistent comparisons.
Even measurements taken a week or 2 apart may be quite dif-
ferent solely because of changing estrogen levels. Women,
physicians, and researchers should take menstrual cycle phase
into account when interpreting a woman’s biomarker measure-
ments.
Ideally, biospecimen collections should occur on the same

day of the cycle across all study subjects timed by using
both menses and LH/estrogen monitoring with fertility mon-
itors of blood samples. When such rigorous control for men-
strual cycle day is not feasible, the phase of the menstrual
cycle could be determined and accounted for by determining
the last day of menses onset, use of fertility monitors to

identify periovulation, serum measurement of estradiol and
progesterone, and/or a combination of these elements. At the
very least, in all studies, the day(s) of menses and menstrual
cycle history should be recorded and taken into account during
data analysis and reporting whenever possible to improve the
quality of our understanding of health and disease in young
women.
Random measurement of clinically used biomarkers in pre-

menopausal women may lead to misclassification of disease
risk (increased false negative or false positive test rates) and/
or a misinterpretation of changes over time of a particular
marker used to inform medical observation and treatment
decisions. In large-scale research studies where timing blood
samples according to menstrual cycle phase may not be fea-
sible, alternative strategies need to be developed and tested.
For certain biomarkers, it may be possible to develop spe-
cific algorithms for menstrual cycle standardized biomarker
concentrations, based on concurrent estradiol and/or proges-
terone concentrations, which improve the interpretability of
such measurements in epidemiologic studies of premeno-
pausal women. Others have also championed the develop-
ment and use of adapted reference ranges for biomarkers in
menstruating women (68), a recommendation that, to date,
has apparently gone unheeded. Further work to evaluate such
methods is needed and could have significant implications for
the conduct and interpretation of epidemiologic studies in young
women.
Moreover, standardization of biomarker measurement also

has potential implications for study power. As previously
discussed, coronary heart disease is more prevalent in men
(7.8%) than women (4.6%) (86). The difference in overall
prevalence alone contributes to decreased power for detect-
ing significant associations between biomarkers and CVD in
women. The potential for increased biomarker variability in
womenwould further decrease the power in this setting, under-
scoring the importance of minimizing and appropriately mea-
suring biomarker variability. Specifically, if we assume equal
effect sizes (15 units) and variability (50 units), the power to
detect a difference among a group with 5% incidence, com-
pared with a group with 10% incidence of an outcome, is
54% and 81%, respectively. Clearly, the lower incidence of
cardiovascular events in women could contribute to an inabil-
ity to appropriately link changes in biomarkers to changes in
CVD risk in research studies inappropriately powered for
premenopausal women. Therefore, standardization of bio-
markers to reduce variability due to menstrual cycle phase
becomes even more important while trying to unmask bio-
marker relationships to disease.

Clinical practice

The clinical implications of variability introduced due to
menstrual cycle fluctuations are considerable. Of note, we
evaluated whether women were observed to cross standard clin-
ical cutpoints for the 2 biomarkers considered herewith estab-
lished standards, namely, lipoprotein cholesterol and hsCRP.
We found that women did in fact cross clinical boundaries
of acceptable lipoprotein cholesterol and hsCRP levels when
tested at different phases of the menstrual cycle, emphasiz-
ing the need for standardized measurement to menstrual cycle
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phase (Figure 3). Although treatment decisions regarding these
markers may still require repeated samples above the recom-
mended level, standardizing the timing of measurements may
improve the interpretability of results and consequently reduce
the overall number of tests and the unnecessary retesting of
individuals. Moreover, an increase in LDL-C concentration
by 10 points over 6 months in blood tests performed to monitor
lipoprotein cholesterol changes in response to dietary inter-
vention may lead a physician to conclude that the prescribed
diet is not effective in preventing LDL-C deterioration. Alter-
natively, a physician may conclude that the patient is not
compliant with the prescribed diet, leading to a pharmaceuti-
cal prescription, when a 10-point change in LDL-C is just as
likely due to the first measurement being made during the
female patient’s luteal menstrual phase and the second mea-
surement during the follicular phase. The opposite scenario
could lead to the undertreatment of a woman with active
deterioration in cholesterol metabolism and heightened risk
of progressing cardiovascular disease. Such “chance” delays
in the identification of pathology could contribute to heart
disease being the leading cause of death in women and a top
4 cause of preventable death in young women aged 20–44
years (87).

It must be acknowledged that layering additional specifi-
cations upon the collection of biospecimens for clinical care
may introduce additional burden to patients and/or medical

staff; however, timing of biospecimen collection or clinical
assessment with menstrual cycle phase is not foreign to clin-
ical practice. Indeed, blood specimens for measurement of
gonadotropins and anti-mullerian hormone are often timed
to occur between the second and fourth day of the menstrual
cycle when conducting a clinical work-up for infertility assess-
ment in women. Similarly, assessment of progesterone is often
targeted for day 21 of the menstrual cycle to capture the mid
luteal phase, post ovulation. Also, Papanicolaou smears are
often conductedmid cycle, when awoman has passedmenses
to enable accurate diagnostic evaluation of the cervical spec-
imencollected.Likewise,patientsmusthavefastingormorning
blood and/or urine collected for other diagnosis and/or mon-
itoring needs required by physicians, further proving the fea-
sibility of incorporating a sense of timing into specimen
collection. At the same time, such testing often occurs outside
the physician’s office at a laboratory location convenient to
the patient, decreasing both patient and clinic burden. More-
over, increased consideration for the effect of menstrual cycle
on biomarker variability may ultimately help reduce the rate
of unnecessary retesting, thereby helping alleviate health-care
costs and burdens on patients, medical staff, and physicians
in ordering and interpreting multiple tests.

Based on these findings, implementation of uniform timing
of biomarker measurement in reproductive-aged women would
improve interpretation in clinical settings as well as future

Figure 3. Percent classification of cardiovascular risk according to total cholesterol (TC) and low density lipoprotein cholesterol (LDL-C) (A) and
high sensitivity C-reactive protein (hsCRP) (B) in premenopausal women throughout the menstrual cycle. FSH, follicle-stimulating hormone; LH,
luteinizing hormone. Data are adapted from Mumford et al. (47) in A and reprinted with modification from Gaskins et al. (70) with permission by
Oxford University Press in B.
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studies. These findings highlight that the standard of care based
on men may not necessarily be appropriate for women, and
that women need to be studied directly. Thus, consideration
of menstrual cycle phase in the development of clinical guide-
lines for reproductive-aged women could improve the current
standard of care.

CONCLUSION

Overall, evidence indicates that certain markers of oxida-
tive stress, inflammation, lipoprotein cholesterol, glucose metab-
olism, and uric acid vary across the menstrual cycle in healthy,
regularly cycling, premenopausal women. This inherent cycli-
cal variation is an important source of biological variability
with implications for research and clinical practice, which is
in addition to the other less avoidable sources of biomarker
variability attributable to factors further from the research-
er’s or clinician’s control (e.g., laboratory inter- and intra-
assay repeatability). Although the discussion here has focused
on the field of cardiovascular health and disease, these find-
ings are also especially applicable to the study of reproduc-
tive cancers and other outcomes affecting premenopausal women.
Randommeasurement of such biomarkers in research studies
of cycling, premenopausal women has demonstrated greater
measurement error, compared with men or postmenopausal
women, potentially leading to decreased power to detect
meaningful biological differences across sexes or between pre-
and postmenopausal women. In the assessment of cardiovas-
cular disease, forwhich there is a lower rate of incident disease
in women, such variability may have significant implications
for studydesign, power, and analysis.Moreover, randommea-
surement of clinically used biomarkers in premenopausal
women may lead to misclassification of disease risk. Consid-
ering menstrual cycle phase in the development of clinical
guidelines for reproductive-aged women and in the design
of research studies will be an important step in the progress
of improving our understanding and management of clinical
prevention and care of cardiometabolic disease morbidity and
mortality in women.
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