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Error-prone retrotransposition: Rime of the ancient mutators
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In 1964, Howard Temin (1) first proposed that genetic infor-
mation might actually flow in reverse (i.e. from RNA to DNA)
in some organisms. The subsequent codiscovery of RNA-
dependent DNA polymerases (reverse transcriptases) by Te-
min and Mizutani (2) and Baltimore (3) solidified this revo-
lutionary idea and provided a key to the identification of a
large group of evolutionarily related mobile genetic elements
that encode their own reverse transcriptases and replicate
through RNA intermediates (DNA -> RNA -> DNA; 4-6).
These "retroelements" exist across broad phylogenetic bound-
aries (bacteria, algae, plants, fungi, insects, birds, fish, and
mammals) and include bacterial episomal elements (msDNA),
mitochondrial retroplasmids and group II introns, interspersed
repeated sequences [long terminal repeat (LTR) retrotrans-
posons and non-LTR long interspersed nuclear elements
(LINE)-like elements], and replicating viruses (retroviruses,
hepadnaviruses, and caulimoviruses). Comparisons of genome
organizations, replication mechanisms, and reverse tran-
scriptase sequences and functions clearly point to evolutionary
relationships among retroelements (6-9). Although the tem-
poral order of retroelement evolution is controversial (6), it
has been suggested that retroelements were evolutionary links
between ancient RNA and DNA worlds (10).
A hallmark of retroelements is their genetic heterogeneity.

This was discovered first (11) and is best documented (12-15)
for retroviruses that have been shown to exist as complex
mixtures of genetically heterogeneous virions ("quasispecies")
that are ever-changing. Studies of nonviral retrotransposons
and mitochondrial retroplasmids suggest that genetic variation
is also a property of other retroelements (16-23; GenBank
data base).
The frequency of genetic variants within a population of

retroelements may be influenced by many factors, including
mutation rate, the number of retrotransposition cycles, selec-
tion, population size, competition, and random sampling (24).
The distinction between mutation frequency (i.e., the propor-
tion of mutants in a population at any given time) and mutation
rate (i.e., the number of de novo mutations arising per nucle-
otide per cycle of replication) is very important if one is to
understand underlying mechanisms of genetic variation (25).
Recent studies using recombinant and clonally purified retro-
viruses have permitted the quantitation of mutation rates after
a single cycle of replication in the absence of strong selection
(reviewed in ref. 15). These studies show that retroviruses, like
other RNA viruses, mutate at very high rates (0.05-1 mutation
per genome per replication cycle), resulting in base substitu-
tions, frameshifts, genetic rearrangements, and hypermuta-
tions. Although it has long been suspected that other retro-
elements also mutate at high rates (16, 17), technical difficul-
ties have precluded a rigorous quantitation of these rates.

Fidelity of Tyl Retrotransposition

Taking advantage of yeast genetics and a clever expression/
selection system developed by Jef Boeke at Johns Hopkins
University School of Medicine, the group of Abram Gabriel at
Rutgers University (26) has now determined the rate of
mutation of the yeast LTR retrotransposon Tyl after a single

cycle of retrotransposition. The technical difficulties associ-
ated with studies of Tyl mutation (polymorphisms, variable
expression, and multiple endogenous copies) were circum-
vented by examining retrotransposition of a recombinant Tyl
genome under control of the GALl promoter in yeast har-
boring an allele (spt3) that represses expression of endogenous
Tyl LTR promoters (16, 27). The use of recombinant GAL-
Tyl in spt3 yeast permitted high levels of expression of a
defined parental sequence without the confounding effects
from coexpression of chromosomal (LTR-driven) Tyl ele-
ments. Thus, in this system essentially all Tyl progeny arise
from a single parental genome. The GALl-Tyl spt3 host cells
are also deleted for their chromosomal HIS3 gene (his3A200)
and carry a promoterless, but otherwise fully functional, HIS3
allele on a target plasmid. In this somewhat complex genetic
scheme, Tyl insertions that occur directly upstream of the
promoterless HIS3 allele result in expression of this allele from
the Tyl LTR promoter and are detected by selection for
histidine prototrophy. Additional cycles of retrotransposition
do not occur, because the GALl promoter does not transpose
with the rest of the Tyl genome, and the newly formed
LTR-Tyl genomes are not expressed in spt3 yeast. Thus, this
is a very powerful experimental system that permits the study
of genetically defined Tyl genomes during a single cycle of
retrotransposition.

Reporter gene systems have been used to score mutation
rates in retroviruses (15). However, such systems have not yet
been developed for Tyl. Thus, to detect mutations, Gabriel et
al. (26) used brute-force sequencing. Although this approach
is labor-intensive and lacks sensitivity, it has the benefit of
examining mutations arising in natural Tyl sequences with
minimum selection bias. This, as it turns out, was very impor-
tant, because the hotspots for mutation in Tyl occurred at
specific regions of the Tyl genome that would not have been
detected using a foreign reporter gene (see below). After
sequencing the entire genomes of 29 independent Tyl trans-
position events (173,000 total bases), 13 base substitutions
were detected. This corresponds to a mutation rate of 2.5 x
10-5 per nucleotide per replication cycle, or about 1 mutation
for every 40,000 nucleotides polymerized. When expressed on
a per-genome basis, mutations are introduced at an average
rate of 0.15 per Tyl genome per replication cycle. At this rate,
1 out of every 6-7 retrotranspositions results in a Tyl element
with a new genomic sequence.

Error-Prone Nature of Retrotransposition

Although themutation rate of Tyl is high compared with that
of cellular DNA (10-8-10-11 mutations per nucleotide per
cycle; ref. 28), it is comparable to that of retroviruses and more
distantly related RNA viruses and RNA bacteriophage (Table
1). It is becoming increasingly clear that RNA viruses in
general mutate at high rates (24, 29). This "mutator" pheno-
type was first observed for phage Q,B replicating in E. coli (30)
and has since been demonstrated for a broad range of eukary-
otic RNA viruses including poliovirus, vesicular stomatitis
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Table 1. Base-substitution mutation rates of plus-strand RNA
viruses and retroelements

Virus

RNA bacteriophage
Q03

RNA viruses
Vesicular stomatitis
Polio
Influenza A

Retroelements
LTR retrotransposons:

Retroviruses
Tyl

Non-LTR retrotransposons
Group II introns
Retroplasmids
msDNA

Mutation rate,
mutations per

nucleotide per

replication cycle*

103-4 l-

1033-1-4
10O3 310-6

10-5

10410-6_o-
10-5ND

ND

ND

ND~

*The data for Tyl are from Gabriel et al. (26). Mutation rates for RNA
viruses and retroviruses are summarized in recent reviews (15, 24,
29). Rates for non-LTR retrotransposons, group II introns, mito-
chondrial retroplasmids, and bacterial msDNA retroelements have
not been determined (ND).

virus, influenza virus, and several retroviruses (summarized in
refs. 24, 29). These viruses are thought to benefit from a

mutator phenotype (14, 24), as it allows them to rapidly adapt
to changing selective forces in the host environment (e.g.,
immunity, drugs, and cell tropism). It is also thought that the
progression of some diseases (e.g., AIDS) may, in part, be
mediated by the adaptive nature of the causative virus (25, 31).
The Gabriel and Boeke data (26) show that endogenous Tyl

elements are also spontaneous mutators. Thus, error-prone
replication is not exclusive to infectious viruses. This is inter-
esting in that there is no obvious benefit for an endogenous
retrotransposon in a unicellular organism to mutate at high
rates in the absence of an immune system or other highly
adaptable replication antagonist. Yeast and other unicellular
organisms do experience environmental changes that can alter
cellular metabolism and may impose some level of selection on
retrotransposition within the cell. Thus, mutator retrotrans-
posons might be more adaptable to such environmental
changes. In some circumstances, competition for intracellular
molecules may also favor mutators (32).
Another view is that there is no benefit to (and thus no

selection for) retrotransposons that replicate with high fidelity.
Retrotransposons may mutate at high rates simply because
there is no selection to do otherwise. In fact, there may be
selection against the acquisition of high-fidelity replication
mechanisms (increased nucleotide discrimination, exonucleo-
lytic proofreading, and postreplication mismatch repair) be-
cause of the energetic costs exacted by these accessory bio-
chemical systems (33) and/or because genes coding for these
systems may not be readily accommodated within the retro-
transposon genome. Organisms throughout evolution tend to
acquire high-fidelity replication machinery only as needed to
avoid error catastrophe and in proportion to the complexity
and lengths of their genomes (34). Thus, there is probably
selection against high-fidelity replication in organisms that do
no require it (33). This is likely the case, at least in part, for Tyl.
Although selection for a mutator phenotype cannot be for-
mally excluded, it seems more plausible that this phenotype in
Tyl is a vestige of ancestral RNA viruses and that the
acquisition of antimutator systems is either neutral or selected
against.

Sources of Mutation

The high mutation rates of retroviruses and Tyl presumably
reflect the error-prone nature of their life cycles (15). These
genetic elements retrotranspose (DNA -> RNA -3 DNA) by
similar mechanisms (5, 6, 35, 36), thus suggesting common
sources of mutation. It appears that the extracellular phase of
retrovirus replication contributes little to the overall rate of
mutation, because both types of retroelements mutate at
similar rates. There are several likely sources of retroelement
mutation: (i) reverse transcriptase errors, (ii) RNA polymer-
ase II errors, (iii) RNA editing, and (iv) spontaneous chemical
"decay" of RNA or DNA (15).
The evidence implicating reverse transcriptases in retroviral

mutagenesis is indirect but compelling (15, 37-39). Reverse
transcriptases lack 3'--5' exonucleolytic proofreading activity
and must rely exclusively on their polymerase domains to
"read" each template base properly and to select correct
dNTPs for incorporation into the nascent retroelement DNA
strands. Thus, unlike cellular replicative polymerases, which
are associated with proofreading functions, reverse tran-
scriptases have no means of correcting errors that arise during
polymerization and are therefore error prone. Estimates of in
vitro error rates of purified retroviral reverse transcriptases
range from one error in every 102 to one error in every 107
nucleotides polymerized, depending on the source of the
reverse transcriptase, the sequence of the template, and the
type of error (15, 37-39). Clearly, retroviral reverse tran-
scriptases are sufficiently error-prone to account for the
mutations arising during retrotransposition. Given the homol-
ogies among retroelement reverse transcriptases (6-8) and
their general lack of exonucleolytic proofreading, it is likely
that reverse transcriptase infidelity is also a source of mutation
for Tyl and probably all retroelements. It should be noted that
the error-prone nature of reverse transcriptases is not unique.
RNA-dependent RNA polymerases from other, presumably
ancestral, viruses are also error-prone (40) as are essentially all
DNA polymerases that lack exonucleolytic proofreading (41).

This trend of error-proneness in polymerases lacking exo-
nucleolytic proofreading points to another potential and fre-
quently overlooked source of retroelement mutation: cellular
RNA polymerase. All retroelements require the synthesis of
genomic RNA as part of their retrotransposition cycle. This
synthesis is catalyzed by cellular RNA polymerases (often
RNA polymerase II). Studies, primarily in prokaryotes, show
that RNA synthesis is also relatively error-prone, introducing
about one error in every 104-105 nucleotides polymerized (42,
43). Thus, RNA polymerases and reverse transcriptases are
about equally error-prone, and both, therefore, are predicted
to contribute significantly to retroelement mutagenesis.

Other potential sources of mutation include RNA editing
and template modification by chemical decay (15). Although
the latter has not been explored, RNA editing by the cellular
enzyme dsRAD (double-strand RNA adenosine deaminase) is
the likely cause of a specific class of A-*G hypermutations in
retroviruses (44, 45). All retroelements could potentially hy-
permutate in a similar way, with rates depending on substrate
accessibility in the host cell and on the levels of dsRAD (or
other RNA editing enzyme).

Mutation by Blunt-End Nucleotide Addition

Gabriel et al. (26) made the striking observation that Tyl
mutations are nonrandom. Because their system for scoring
mutations is minimally influenced by selection, this nonran-
dom pattern most likely reflects hotspots for replication errors.
One-third of the mutants (3 of 10) had mutations within seven
bases of the primer binding site (PBS), where reverse tran-
scriptase initiates minus-strand DNA synthesis from a cellular
tRNA primer (Fig. 1). A fourth mutant had a mutation '90
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FIG. 1. Mechanism of mutation by blunt-end addition of nucleo-
tides. The accepted model for conversion of RNA to double-stranded
DNA in LTR retroelements is shown emphasizing three steps pro-

posed to result in US/PBS junctional mutations: step 1, imprecise
cutting by RNaseH leaving residual uS RNA bases at the 5'-RNA end;
step 2, blunt-end addition of one or more extra nucleotides after
polymerization of minus-strand DNA to the 54RNA template end;
and step 3, extension of the mispairs formed by these extra nucleotides
after second strand-transfer. Mechanisms of LTR retroelement DNA
synthesis are described elsewhere (5, 6, 35, 36). RNA is indicated by
red; DNA is indicated by black. Genomic R, U5, PBS, PPT, and U3
regions are indicated, with lower- and uppercase corresponding to
plus- and minus-strand, respectively. The u5/pbs junction in the
genomic RNA is shown by a short vertical line. The blurred scissors
represent imprecise RNaseH cutting at the uS/pbs junction. Other
obligatory RNaseH cleavage sites are shown by unblurred scissors;
secondary sites for initiation of plus-strand DNA synthesis are not
shown (36). For simplicity, intramolecular strand-transfer products are

represented as linear molecules rather than circular forms. N, extra
nucleotide(s) added at blunt end; rose-colored ovals, hotspot for Tyl
blunt-end addition and mutation at U5/PBS junction; and light blue
ovals, site of blunt-end addition and mutation at U3/R junction.

bases from the PBS, immediately upstream of the initiation site
for genomic Tyl RNA synthesis (i.e., between the "U3" and
"R" regions of the Tyl 5'-LTR sequence). All of these
mutations were base substitutions and all occurred in the
5'-LTR but not the 3'-LTR of the nascent Tyl DNA.
As pointed out by the authors, this nonrandom pattern

suggests a very specific mechanism of mutation involving three
imprecise but apparently common enzymatic steps (Fig. 1).

The first is imprecise RNaseH cleavage of genomic plus-strand
RNA after minus-strand DNA synthesis initiated from the
tRNA primer (Fig. 1, step 1). It is well documented in vitro that
retroviral RNasetts inherently cleave at multiple sites and that
cleavage is often incomplete, leaving short stretches of uncut
RNADNA duplexes (36, 46). Thus, it is not surprising that the
homologous Tyl RNaseH would exhibit a similar pattern of
cleavage in vivo. The result of this imprecision is a heteroge-
neous population of 5'-RNA ends. While the majority of
RNAs are expected to terminate precisely at the 5'-junction of
the pbs (i.e., the canonical cleavage site in current models of
LTR retroelement replication; ref. 36), imprecise cleavage will
result in slightly longer plus-strand RNA intermediates with a
few residual u5 ribonucleotides 5' to the pbs. Recent studies
provide direct evidence for such variable-length RNA inter-
mediates during Tyl retrotransposition (E. Mules and A.
Gabriel, personal communication).
The creation of heterogeneous 5'-RNA ends localizes the

next error-prone step (i.e., blunt-end nucleotide addition) to
the region immediately adjacent to the tRNA primer binding
site (Fig. 1, step 2). This next step assumes that the first
strand-transfer event, which is a normal part of LTR retro-
element replication (36), is intramolecular. After this first
strand-transfer, reverse transcription proceeds the length of
the RNA genome and eventually reaches the heterogeneous
5'-template ends generated by imprecise RNaseH cleavage.
Recent studies of retroviral reverse transcriptases show that,
once polymerization reaches the 5'-end of a template, 3'-
overhanging nucleotides are frequently added to the growing
DNA strand (47-51). This blunt-end addition of one to four
extra nucleotides occurs processively (i.e., without dissociation
of reverse transcriptase from the nascent DNA) and at high
rates (30-50% of in vitro products contain extra nucleotides at
their ends; ref. 51). All four nucleotides are added with similar
efficiencies when reactions are conducted in the presence of all
four dNTPs (ref. 48; P. Patel and B.P., unpublished data). The
ability to catalyze blunt-end nucleotide addition is not limited
to reverse transcriptases and is seen with several other DNA
polymerases (all lacking 3' ->5' exonucleolytic proofreading
activity; refs. 47, 48, and 52) and at least one RNA polymerase
(53). Assuming that Tyl reverse transcriptase catalyzes blunt-
end addition with a similar high efficiency, the resultant Tyl
minus-strand replication intermediates will have heteroge-
neous 3'-ends that terminate at different locations (as deter-
mined by the original sites of RNaseH cleavage) and that
contain one or more apparently "nontemplated" terminal
nucleotides (resulting from blunt-end addition catalyzed by
reverse transcriptase).
The last imprecise enzymatic step (i.e., mispair extension;

Fig. 1, step 3) occurs after the second strand-transfer event
required for normal LTR retroelement replication. This strand
transfer forms DNADNA partial duplexes with recessed
3'-ends that serve as primers for completion of double-
stranded DNA synthesis. As a result of blunt-end nucleotide
addition in the previous step, the minus-strand 3'-end (at a
variable distance from the U5/PBS junction) contains one or
more nontemplated nucleotides that are unlikely to hybridize
precisely with the plus-strand DNA template. To complete
DNA synthesis and reconstitute the Tyl 5'-LTR, these mis-
paired 3'-primer termini must be extended by reverse tran-
scriptase. Again, based on studies of retroviral reverse tran-
scriptases (54-58), it is predicted that Tyl reverse transcriptase
will extend these mispaired primer termini with reasonably
high efficiency. This will seal the mispairs into the final DNA
products, which are then integrated into the yeast genome (or
target plasmid in the system of Gabriel et al.; ref. 26) to
complete the retrotransposition cycle. Presumably the result-
ant heteroduplexes are resolved to homoduplexes via the
action of cellular mismatch repair systems (59). In the absence
of strand discrimination, this mismatch repair will resolve half
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of the mispairs to the new mutant sequences and half back to
wild-type. Thus, the frequency of this class of Tyl mutations
may be underestimated by 50%.

This mechanism, although complex, accounts for the class
(base substitutions), location (U5/PBS junctions in 5'-LTRs
only), and high rate of these mutations observed in Tyl. Each
of the biochemical steps (incomplete RNaseH cleavage, blunt-
end addition, and mispair extension) are catalyzed with high
frequency by reverse transcriptases in vitro and thus seem likely
to occur at high rates during retrotransposition in the cell. The
mutation observed at the Tyl U3/R junction can also be
accounted for by a similar mechanism, if one assumes that the
first strand-transfer event is intermolecular and that blunt-end
nucleotide addition occurs opposite the 5'-end of an uncleaved
genomic RNA template with an intact 5'-terminal r region. A
similar sequence of events could explain the high rate of
reverse transcriptase errors immediately adjacent to primers
on RNA templates in vitro (60).

Alternative mutation mechanisms involving simple misin-
corporation by reverse transcriptase or "dislocation" mutagen-
esis (39) are also possible but seem less likely. The rates of
nucleotide misincorporation by reverse transcriptases in vitro
(10-3-10-7 mutations per nucleotide polymerized) are not
high enough to account for the rates of U5/PBS and U3/R
junctional mutations observed in Tyl (5 mutations localized to
4 nucleotide positions in 29 independent retrotranspositions
2 x 10-2 mutations per nucleotide polymerized). Some reverse
transcriptases do catalyze dislocation mutations at these high
rates in vitro (61, 62). However, the Tyl mutations at U5/PBS
and U3/R do not occur at homopolymeric repeats and thus
lack a hallmark of dislocation mutagenesis, which involves
transient primertemplate slippage stabilized by short runs of
like nucleotides (39). Interestingly, three other Tyl mutations
observed by Gabriel et al. (26) were in homopolymeric runs
elsewhere in the genome, and two of these precisely match the
pattern of dislocation mutagenesis. Thus, dislocation mutagen-
esis appears to occur in Tyl, but probably not at the U5/PBS
and U3/R hotspots.

"Nontemplated" Nucleotide Addition as a Common Event
in Retrotransposition

DNA polymerization in the absence of a conventional template
appears to be common among retroelements. Extra nucleotides
of unknown origin are often observed in retroviruses at circle
junctions (see ref. 51 and references therein), deletion junctions
(63), and U3/R junctions (P. O'Neil, H. Yu, P. Dougherty, and
B.P., unpublished data) and at recombination junctions mediated
by reverse transcriptase from the human non-LTR retrotranspo-
son Li (20). Similar apparently nontemplated additions also
occur with high frequency at recombination junctions in Neuro-
spora mitochrondrial retroplasmids (19) and at primer initiation
junctions in specific constructs of the Bombyx mori non-LTR
retroelement R2 (21). Thus, extra nucleotide additions appear to
be introduced by reverse transcriptases from LTR and non-LTR
retrotransposons as well as simple (and possibly more primitive)
mitochondrial retroplasmids.
The extra nucleotides observed in these cases are referred to

as nontemplated, because there is no obvious template guiding
these additions. However, blunt-end addition in vitro can be
templated by discontinuous oligonucleotides that align non-
covalently at the 5'-ends of templates in conventional
primer-template substrates (ref. 48; P. Patel and B.P., unpub-
lished data). This mechanism of blunt-end addition using
discontinuous templates appears similar to that used by te-
lomerases during reverse transcription at chromosome ends
(64). Interestingly, a subclass of Drosophila retrotransposons
frequently transpose to broken chromosome ends and appear
to use these ends as discontinuous primers to initiate reverse
transcription (65-67). Thus, all reverse transcriptases may

share a common mechanism for catalyzing extra nucleotide
additions by using discontinuous oligonucleotides as guide
templates. These guide templates can be quite short (e.g.,
mononucleotides; ref. 48; P. Patel and B.P., unpublished data)
and may be derived from a variety of sources such as RNaseH
cleavage products, specific RNAs (as with telomerases),
and/or normal intermediates in cellular nucleic acid metabo-
lism and turnover.

Summary and Perspectives

Retroelements comprise a family of genetic elements that use
reverse transcriptase to propagate through RNA intermedi-
ates. Their unique mode of replication suggests that retroele-
ments occupy a position in evolution bridging ancient RNA
and DNA worlds. The first identified members of this family
were the retroviruses that, like other RNA viruses, exist as
complex mixtures or quasispecies that have the capacity to
rapidly adapt to their environment via mutation. The paper by
Gabriel, Boeke, and colleagues (26) now shows that this
mutator phenotype is also associated with a closely related
endogenous LTR retrotransposon, Tyl. Thus, high mutation
rates are not unique to viruses that spread extracellularly.
De novo mutations are generated by molecular steps in

retrotransposition that are inherently imprecise. Reverse tran-
scriptase infidelity likely contributes significantly to the mu-
tator phenotype. Errors introduced by cellular transcription
and RNA editing apparati, although largely unexplored, may
also contribute to mutagenesis. Gabriel et al. (26) noted that
Tyl mutations are nonrandom, occurring preferentially at the
U5/PBS junction. This suggests a mechanism involving se-
quential imprecise steps of RNaseH cleavage, blunt-end nu-
cleotide addition (either nontemplated or templated by dis-
continuous strands), and mispair extension. This mechanism
appears to be widespread among retroelements, reflecting an
inherent property of reverse transcriptases to catalyze addition
of extra nucleotides after reaching template 5'-ends.

Perhaps equally notable is that all of the Tyl mutations were
base substitutions. This is unlike retroviruses, which accrue
frameshift mutations and genetic rearrangements (deletions,
insertions, and complex genomic changes) at rates equal to or
exceeding those for base substitution mutations (15, 63). Al-
though this may, in part, reflect random sampling errors (26), the
data suggest that frameshifts and genetic rearrangements in Tyl
are infrequent relative to mutations mediated by blunt-end
addition. Studies in retroviruses have focused on scoring muta-
tions that inactivate nonviral reporter genes and have not looked
at genomic sites predicted to mutate via blunt-end addition. Thus,
the apparent differences between Tyl and retroviral mutation
spectra may reflect biases imposed by experimental design. In
support of this, recent studies of human immunodeficiency virus
(HIV) reveal a high frequency of mutations that are likely
mediated by blunt-end addition (P. O'Neil, H. Yu, P. Dougherty,
and B.P., unpublished results), and there is also evidence for high
rates of at least one class of genetic rearrangements in Tyl (17).
Additional studies are required to more extensively examine
blunt-end addition mutations in retroviruses and frameshifting
and genetic rearrangements in Tyl.

Finally, although it is now evident that members from two
different LTR retrotransposon subgroups (Tyl-copia and ret-
roviruses) are spontaneous mutators, the mutation rates of
other retroelements (non-LTR LINE-like retrotransposons,
group II introns, retroplasmids, bacterial retroelements, and
pararetroviruses) have not been rigorously determined. This
will require the development of replication systems starting
with genetically homogeneous retroelements that can be rep-
licated for a single cycle under conditions of minimal selection.
Recombinant systems that might be adapted for this purpose
are already available for many retroelements (68-74). Given
the evolutionary relationships among error-prone reverse
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transcriptases and RNA-dependent RNA polymerases, it
seems likely that all retroelements mutate at high rates and
together comprise a large group of ancient mutators.
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