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ABSTRACT

Motivation: The identification of short insertions and deletions (indels)

and single nucleotide polymorphisms (SNPs) from Ion Torrent and 454

reads is a challenging problem, essentially because these techniques

are prone to sequence erroneously at homopolymers and can, there-

fore, raise indels in reads. Most of the existing mapping programs

do not model homopolymer errors when aligning reads against the

reference. The resulting alignments will then contain various kinds of

mismatches and indels that confound the accurate determination of

variant loci and alleles.

Results: To address these challenges, we realign reads against the

reference using our previously proposed hidden Markov model that

models homopolymer errors and then merges these pairwise

alignments into a weighted alignment graph. Based on our weighted

alignment graph and hidden Markov model, we develop a method

called PyroHMMvar, which can simultaneously detect short indels

and SNPs, as demonstrated in human resequencing data.

Specifically, by applying our methods to simulated diploid datasets,

we demonstrate that PyroHMMvar produces more accurate results

than state-of-the-art methods, such as Samtools and GATK, and is

less sensitive to mapping parameter settings than the other methods.

We also apply PyroHMMvar to analyze one human whole genome

resequencing dataset, and the results confirm that PyroHMMvar pre-

dicts SNPs and indels accurately.

Availability and implementation: Source code freely available at the

following URL: https://code.google.com/p/pyrohmmvar/, implemented

in Cþþ and supported on Linux.
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1 INTRODUCTION

The most prevalent variants on the human genome are single

nucleotide polymorphisms (SNPs) (Abecasis et al., 2012; Levy

et al., 2007; Wheeler et al., 2008). The second most prevalent vari-

ants are insertions and deletions (indels) that occur every 7.2 k bp

(Mills et al., 2006). Among them,484% are short indels (55bp)
(Bhangale et al., 2005). At present, the next-generation sequencing

technology facilitates the direct detection of SNPs and short indels

by resequencing a personal genome (Nielsen et al., 2011). After

sequencing, reads are mapped against the reference genome by

read-mapping programs (Chen et al., 2009; Homer et al., 2009;

Langmead and Salzberg, 2012; Li and Durbin, 2010; Li et al.,

2009; Ning et al., 2001; Rumble et al., 2009), and variants are
called by hypothesis testing methods on the piled-up reads
(DePristo et al., 2011; Li et al., 2008; Marth et al., 1999).

However, accurate variant detection depends on the ability to
discriminate true variants from sequencing errors. Particularly,
for IonTorrent and 454 data, indels are themost common sequen-
cing errors causing incorrect alignments and thus posing a major

roadblock to the accurate detection of variants. Ion Torrent and
454 can uniquely sequence homopolymers by quantifying the
number of released by-products in the process of DNA synthesis

(Margulies et al., 2005; Rothberg et al., 2011). At the same time,
however, these techniques are prone to homopolymer sequencing
errors, either overcalling or undercalling the number of homopo-

lymer bases (Balzer et al., 2010; Huse et al., 2007). Moreover, the
carry forward and incomplete extension effects, which happen
as a few template copies may grow in desynchronization with
the population, also raise insertions in reads. However, existing

mapping methods do not include models to tackle homopolymer
errors; therefore, alignments around homopolymers can be
incorrect, resulting in calling false variants (Fig. 1). Therefore,

a comprehensive method is necessary to improve the accuracy of
variant calling for Ion Torrent and 454 data.
Most of the existing methods detect SNPs and indels inde-

pendently. The general strategy is to establish an accurate error
model for the specific sequencing platform. For example, Atlas-
SNP2 (Shen et al., 2010) developed a logistical regression model

relying on sequence context to discriminate true SNPs from
sequencing errors. Realignment has been proven as an efficient
method to improve accuracy by adjusting raw mappings. In
response, Samtools (Li et al., 2008), for example, deploys a con-

cept termed base alignment quality (Li, 2011), which is calculated
by realigning a read against a reference to decrease false SNPs
caused by nearby indels. Meanwhile, GATK (DePristo et al.,

2011) adjusts the alignments of reads spanning over indels by
performing local multiple sequence alignment. However, as
noted above, most of these methods are not designed to

engage the problem of homopolymer errors and incorrect align-
ments around homopolymers. We previously proposed a method
termed PyroHMMsnp (Zeng et al., 2013) for Ion Torrent and

454. This method implements a hidden Markov model (HMM)
to formulate homopolymer errors and trains the HMM by an
expectation-maximization (EM) algorithm using resequencing
data. Then, the trained HMM is used to realign reads against

the reference sequence around homopolymers to improve the
performance of SNP calling.*To whom correspondence should be addressed.
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Identification of indels in the reference is a more challenging

problem in short-read sequencing. One of themajor obstacles is to

identify potential genome positions where indels are located.

Strategies for identifying indels are different. Specifically, long

insertions can only be found through sequence assembly, either

local assembly (Li et al., 2013) or global assembly (Iqbal et al.,

2012; Li, 2012), whereas deletions can be found through either

sequence assembly or sequence alignments (Albers et al., 2011;

Emde et al., 2012). Strategies for identifying short and long

indels are also quite different. In principle, short indels, sometimes

even long deletions, can be found by aligning one read against the

reference, as long as a reliable read-mapping program is used.

However, because the read length is short, suchmapping generally

produces many false alignments with various kinds of indels and

mismatches. To confirm the existence of an indel, we would have

to examine multiple pieces of evidence, such as multiple aligned

reads, read coverage and constraints of paired-end reads. To the

best of our knowledge, robust indel detection remains unsettled.
In this article, we propose a method termed PyroHMMvar

to call SNPs and short indels for both Ion Torrent and 454

resequencing data. Two distinct features are highlighted in

PyroHMMvar. First, we introduce an HMM to formulate

homopolymer errors. The HMM can accurately distinguish

real signals from sequencing errors and thus improve the align-

ment of reads against the reference. The parameters of HMM are

trained directly from raw mapping results through an iterative

EM algorithm. Second, we propose a graph data structure that

merges multiple aligned reads at a given locus into a weighted

alignment graph from which we reconstruct the consensus

sequence(s). The use of the weighted alignment graph provides

the following advantages. First, it enables the straightforward

construction of the haplotype(s), which may contain both

SNPs and indels. In comparison, Dindel (Albers et al., 2011)

infers indels separately from SNPs. Second, we propose an effi-
cient traversal algorithm over the weighted alignment graph to

avoid the exhaustive and computationally complex enumeration

of candidate haplotypes.
We simulate SNPs and short indels in the diploid genome and

use them to test the performance of PyroHMMvar. Compared

with two state-of-the-art methods, Samtools (Li et al., 2008) and

GATK (DePristo et al., 2011), PyroHMMvar givesmore accurate
results. We also test the effect of the raw alignments produced by

mapping programs to indel/SNP-calling accuracy by varying the

scoring function of BWA-SW (Li and Durbin, 2010) to produce

different mappings. The test results show that PyroHMMvar is

less sensitive to the variation of the scoring function than the other
programs. Finally, we apply PyroHMMvar to analyze one human

whole genome resequencing dataset, and the results confirm that

PyroHMMvar predicts SNPs and indels accurately.

2 METHODS

As shown in Figure 2A, the workflow of PyroHMMvar includes the

following steps. (i) We build and train an HMM model directly from

the raw mapping of the resequencing data or the spike-in data using an

iterative EM algorithm. (ii) We use a sliding window to scan the genome.

If the sliding window contains one or more candidate variants, we collect

the short reads aligned within the sliding window and realign them

against the reference using the HMM. (iii) We then merge all the align-

ments (paths in HMM) to build a weighted alignment graph and traverse

the graph to reconstruct the top candidate haplotypes. (iv) Finally, we

Fig. 1. Example of false alignments from 1000 Genome Project resequencing data. True variant is an insertion ‘AATT’ at locus 120754. Because that

homopolymers ‘AAAA’ in top five reads are sequenced to be ‘AAA’, the read mapper produces false alignments. These false alignments will raise the

false positive variants: a false insertion ‘CA’ at locus 120 749 and a false SNP ‘C/T’ at locus 120 750. If false alignments were adjusted correctly, these two

false variants would not be called
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use a Bayesian method to infer the genotype from the set of candidate

haplotypes and the short reads, followed by alignment of the genotype to

the reference to determine the alleles and coordinates of variants. Details

of these four steps are described in the following paragraphs.

2.1 Homopolymer HMM

An appropriate error model can facilitate the correct alignments of reads

against the reference. We previously proposed an HMM (Fig. 2B) to

formulate homopolymer sequencing errors in both Ion Torrent and 454

data (Zeng et al., 2013). The HMM accepts a nucleotide sequence as

input, and then converts the sequence into units of homopolymers

using the run length encoding rule (Vacic et al., 2008). As shown in

Figure 2B, ATTTTGGCCCC becomes a sequence of four homopolymers

5A,145T,445G,245C,34. For each homopolymer, there are two

hidden states C and D. C means that the corresponding homopolymer

is being sequenced, whereas the length of the output homopolymer could

be varying because of overcalling or undercalling errors.D represents that

the homopolymer is not being sequenced in case that either the homo-

polymer may be deleted or the flow signal is too weak to be detected.

A third hidden state I sitting between two consecutive homopolymers is

used to model random insertions. Two hidden states B,Ef g are added into

the model to represent the beginning and ending of the alignment because

(i) the quality at the beginning and ending of a read may be low and

(ii) sometimes the exact boundaries (the beginning and ending) of the

corresponding reference substring that produces the read are not clearly

defined. Thus, the HMM model represents a local, rather than global,

alignment. Based on the above notation, a hidden state � can take values

from the set � ¼ B,C,D, I,Ef g. For each read that is mapped to the

reference, we use Viterbi’s algorithm to compute a hidden state path

p ¼ �1�2 � � ��n, which represents a unique alignment between the read

and the corresponding reference substring.

2.1.1 Hidden State Emission In the above HMM, each hidden state

can emit a homopolymer. Let h ¼ �, lh i represent the homopolymer input

to a state�, and let g ¼ �, k
� �

where k � 0 represent the homopolymer

emitted by the state, where �,� 2 �,A,C,G,Tf g. However, in sequence

comparison, we need a special homopolymer, a null homopolymer

� ¼ �, 0h i, to represent homopolymer indels. For a read homopolymer

g ¼ �1�2 � � ��k, each compositional nucleotide �i has a quality score qi.

We, therefore, define the quality score of the homopolymer as the average

over the compositional nucleotides, as,

qg ¼
1

k

Xk

i¼1

qi ð1Þ

Hence, the probability that state � emits output g given input h is mod-

eled as,

p g, qg h,�j
� �

¼ p � �,�jð Þp k �, l,�jð Þp qg �, l,�j
� �

ð2Þ

The base call rate p �j�,�ð Þ represents the probability that an input base �

is sequenced to an observed base � during nucleotide incorporation.

The length call rate p kj�, l,�ð Þ reflects the probability of observing k

consecutive bases when a l bp homopolymer is given, and it is represented

by a hierarchical model of the sequencing and base-calling procedures

(Zeng et al., 2013). p qg �, l,�j
� �

formulates the quality score assigned by

the base-calling procedure.

Fig. 2. (A) The schematic diagram depicts the workflow of PyroHMMvar. (B) The cartoon shows the topological structure of the HMM,

the homopolymer sequence and the hidden state transition. (C) An example of the weighted alignment graph that is established from the pairwise

read–HMM alignments
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2.1.2 Parameter Estimation To use the HMM to perform the

realignment, the parameters of the HMM will be inferred from the

following iterative EM algorithm. Parameters in the above HMM include

the hidden state transition matrix, the base call rates, the length call

rates and the quality score distribution. The training data can be the

resequencing data from one or more genomic loci, with no variants, or

few variants or the spike-in data, which are sequenced through the

control lane of a sequencing platform to assess sequencing quality. The

estimation of these parameters would be simple if the ground-truth align-

ments that represent the procedure of generating read sequences from

templates were known. However, because the ground-truth alignments

are not available, we propose an iterative strategy inspired by the EM

algorithm (Dempster et al., 1977) to train the HMM without the ground-

truth alignments. In this strategy, the learning procedure is divided into

two successive processes. First, given a read and its mapped reference

sequence, the best alignment is computed and simultaneously assigned a

posterior probability conditional on the previously learned parameters

using the forward–backward algorithm (Durbin et al., 1998). Next, occur-

rences of the state transitions and state emissions are counted from the

probabilistically weighted alignments, and parameters of the HMM are

updated according to the occurrences by using the maximum likelihood

estimation. This procedure iterates until the likelihood value converges.

2.1.3 Pairwise Read–HMM alignment After parameter estimation,

the HMM is used to adjust a read mapping by realigning the read to the

reference through the HMM. Given a read r ¼ r1r2 � � � rn and the corres-

ponding reference sequence t ¼ t1t2 � � � tm0 that is located through read-

mapping, we first transform the reference t into homopolymer sequence

h ¼ h1h2 � � � hm, where hj ¼ �j, lj
� �

. Then, we apply the HMM to search

for the optimal alignment between the read r and the template h using

the Viterbi algorithm (Durbin et al., 1998). We define the Viterbi variable

V i, j, k,�ð Þ as the probability of the optimal alignment between the

read prefix subsequence r 1:i½ � and the homopolymer prefix subsequence

h 1:j½ � ending with the hidden state �, and, simultaneously, the suffix of

r 1:i½ � is a homopolymer of length k. We use the following recursion to

calculate the Viterbi variable for 1 � i � n, 1 � j � m, as

V i, j, k,�ð Þ ¼ max
i0 , j 0 , k0 ,�0

V i0, j 0, k0,�0ð Þp �j�0ð Þ

p �ij�j,�
� �

p kij�j, lj,�
� �

p qg �j, lj,�
��� � ð3Þ

where 0 � i� i0 � kmax, 0 � j� j 0 � 1, 0 � k0 � k0max, �
0 2 �, kmax is the

maximum length of the homopolymer ended at read position i, k0max is

the maximum length of the homopolymer at read position i0 and p � �0jð Þ is

the transition probability between two states. Based on the recursion, we

can use dynamic programming to compute the Viterbi variables, starting

with the boundary conditionsV 0, 0, 0,Bð Þ ¼ 1 andV 0, 0, 0,�ð Þ ¼ 0, where

� 6¼ B, and ending with the Viterbi score p r, h,p�ð Þ ¼ max
k

V n,m, k,Eð Þ.

2.2 Weighted alignment graph

Given all the pairwise read–reference alignments within a scanning

window, we propose a graph data structure, termed weighted alignment

graph, to merge all these alignments. Each read-reference alignment is

represented by a path from B to E in the hidden space of the HMM

(Fig. 2C). Stacking up all the paths in this window, we construct a

weighted alignment graph, which is a directed acyclic graph with a start-

ing node at the hidden state B and an ending node at the hidden state E.

In this graph, the same hidden states and transition edges in multiple

paths are merged and represented by one node and one directed edge,

respectively. Each edge is weighted by the number of paths in which it

appears. An example is shown in Figure 2C.

In this weighted alignment graph, a diploid genome should have one

consensus path if the two underlying haplotypes are identical, or two

different paths if the two underlying haplotypes are different. However,

because each path in the graph represents a haplotype candidate, the

number of paths grows exponentially by the number of branches in the

graph. In regions where either the read quality or the alignment quality is

low, the graph can be so complicated that an exhaustive search for all

haplotype candidates is a computational burden. Fortunately, for most

cases, true haplotypes correspond to paths with high weights in the graph.

Therefore, we traverse the graph using a modified depth-first search

(DFS) algorithm. For each node, we define an array to store the top k

weighted paths from the starting node to this node. The algorithm

consists of the following two steps:

(1) Topological sort. We traverse the graph using the DFS algorithm

to produce a topological sort. The topological sort is a sorted order

of the nodes from the left to the right such that every edge in the

graph points from the left to the right. The topological sort takes

Oð Vj j þ Ej jÞ time, where Vj j is the number of nodes and Ej j is the

number of edges.

(2) Graph traversing. We traverse the nodes from the left to the right

in the topological order. For each node, we compute the weights of

all incoming paths, rank them and store the top k weighted paths.

The graph traversing takes O k Vj j þ k Ej jð Þ time.

This algorithm reduces the computational complexity.

2.3 Bayesian variant detection for diploid genome

We use the Bayesian method to infer the underlying genotype from the

observed short reads and the candidate haplotypes generated by travers-

ing the weighted alignment graph. Let h be a haplotype sequence. A read

subsequence ri 2 R ¼ ri 1 � i � njf g is aligned against h by using the

Viterbi algorithm. The alignment score is used as the likelihood that h

generates ri, as

p ri hjð Þ ¼ max
p

p ri, p hjð Þ ð4Þ

The haplotype likelihood that h generates all read subsequences R is

calculated by assuming that every read is sequenced from the haplotype

independent of others, as

p R hjð Þ ¼
Yn

i¼1

max
p

p ri,p hjð Þ ð5Þ

For diploid genome, the sequencing procedure can be considered as a

two-stage model, shown in the following

g! h! r ð6Þ

At the first stage, a haplotype h is randomly sampled from the genotype

g ¼ h1, h2h i. At the second stage, a read r is sequenced from the h. Based

on the Bernoulli model, the genotype likelihood that g generates the data

R is calculated by

p R g
��� �
¼
Yn

i¼1

p h1 g
��� �

p ri h1jð Þ þ p h2 g
��� �

p ri h2jð Þ
� �

ð7Þ

where by default p h1 g
��� �
¼ p h2 g

��� �
¼ 0:5. With genotype prior p gð Þ, the

posterior that all reads are sequenced from g is computed by

p g Rjð Þ / p R g
��� �

p gð Þ ð8Þ

We use a multinomial distribution to model the prior of a haplotype pair

h1 and h2. Let na be the length of the alignment between h1 and h2. Given

the mismatch probability qm and indel probability qd, the prior probabil-

ity of a genotype is defined as the probability that observing nm
mismatches and nd indels in the alignment, calculated by,

p gð Þ ¼
na!

na � nm � ndð Þ!nm!nd!
1� qm � qdð Þ

na�nm�nd qnmm qndd ð9Þ

This prior setting is used to penalize a genotype of which two haplo-

types are largely different from each other. The genotype g� with the

maximum posterior probability will be selected as the most possible

underlying genotype.
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A predicted variant is assigned a quality score, which is defined by how

well the predicted variant explains the data. Specifically, a variant is of

high quality if the best genotype explains the observed short reads well

with the variant, but poorly without it. Therefore, the quality score for a

variant v is defined as the following log-likelihood ratio:

Qv ¼ �10� log
maxg2 �Gv

p g Rjð Þ

maxg02Gv
p g0 Rjð Þþmaxg2 �Gv

p g Rjð Þ
ð10Þ

where Gv is the set of genotypes having the variant v, and �Gv is the

complement set of Gv.

The previously proposed variant calling method works under the

assumption of the reliable mappings, i.e. a read should be mapped

back to the original genomic locus, at which there are a few false aligned

positions or it is a correct alignment. However, this assumption cannot be

guaranteed in practice. Therefore, we recalibrate the aforementioned

variant quality score Qv by integrating the mapping quality Qm. The

recalibrated variant quality score is calculated as the geometric mean of

the above quality scores,

Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Qv �Qm

p
ð11Þ

where Qm is defined as the median mapping quality score of short reads

within the sliding window.

2.4 Aligning genotype with reference

The inferred genotype g� contains the variant allele(s), but without such

explicit information as a locus. For the example shown in Figure 2C, the

haplotype sequence reconstructed by the weighted alignment graph gives

two insertions5C,145T,34followed by a homopolymer sequencing error

of undercalling. Therefore, to explicitly determine the variant(s), we use

the standard dynamic programming for multiple sequence alignment to

align the genotype against the reference. In our case, we have three

sequences, including two haplotype sequences and one reference sequence,

so the running time is OðL3Þ where L is the length of the sequences.

2.5 Computational complexity

The computational complexity of PyroHMMvar arises from two compo-

nents. The first component is the pairwise read–HMMalignment. Suppose

there are N reads of length w bp within a sliding window. The Viterbi

algorithm, which is used to perform the pairwise alignment, achieves the

time complexity OðNw2Þ. As a consequence of traversing the weighted

alignment graph, k paths are generated as candidate haplotype sequences.

N short reads are aligned pairwise against a candidate haplotype to cal-

culate the data generation likelihood. Therefore, the computational com-

plexity within a sliding window before we perform the Bayesian inference

is OðkNw2Þ. The second component is the alignment between the inferred

genotype against the reference. This alignment is done through a standard

dynamic programming for multiple sequence alignment. In our case, we

have three sequences, including two haplotype sequences and one refer-

ence sequence; therefore, the running time isOðw3Þwherew is the length of

the sequences. Hence, the total computational complexity within a sliding

window isOðkNw2 þ w3Þ. When PyroHMMvar is applied to a genome of

size L bp, the complexity will be Oð�ðkNw2 þ w3ÞÞ ¼ OðkLNwþ Lw2Þ,

where � ¼ L=w is the number of the sliding windows in the genome.

To reduce the complexity, we use the banding technique to avoid the

computation of the entire dynamic programming table for both the pair-

wise and multiple sequence alignment.

3 RESULTS

3.1 Datasets

We used two simulation datasets and one human whole genome
resequencing data to compare the performance of PyroHMMvar

with Samtools and GATK. We used the human chromosome 21

(chromosome size 48129 895bp) to generate the first simulation

data. We randomly chose 35 110 SNP sites (SNP rate 0.1%) and

4409 indel sites (indel rate 0.01%; indel size 1–5 bp) on chromo-

some 21 to generate a pair of haplotypes. A variant site has

a probability of two-third to be heterozygous and one-third to

be homozygous. Next, we used the Ion Torrent simulator

DWGSIG (https://github/com/nh13/dwgsim) to simulate the

sequencing reads which are, on average, 400 bp long with an

error rate of 2%. Six datasets were generated by the simulator

to assess the performance of variant calling programs at the 5-,

10-, 15-, 20-, 25- and 30-fold sequencing depths. The simulated

short reads were mapped against human chromosome 21 by

using the BWA-SW (Li and Durbin, 2010) with the default

parameter setting.
The second simulation dataset was used to evaluate the effect

of the mapping parameter setting on the performance of

PyroHMMvar and other variant calling programs. Different par-

ameter settings could produce different mappings and/or raw

alignments of reads. We used the aforementioned simulation

strategy to generate the sequencing reads (read length 400 bp)

with 10� depth from a 5 Mbp segment on human chromosome

20 (Chr20:1000000–6000000). The simulated short reads were

mapped against human chromosome 20 by using the BWA-

SW with different mismatch penalties varying from 1 to 9.

We also applied PyroHMMvar and other variant calling pro-

grams to call SNPs and short indels in the human genome by

using the whole genome resequencing data produced by an Ion

Torrent PGM machine (National Center for Biotechnology

Information SRA Accession: ERX016676). The dataset

consists of 859 757 279 reads, with an average length of 183bp

at roughly 6� coverage.

3.2 Performance criteria

Three evaluation criteria were used: sensitivity, specificity and F1

score. Sensitivity is defined as the fraction of the annotated

variants called by the program, specificity as the fraction of the

called variants that are correct. Sensitivity measures the perform-

ance of a method in detecting true variants, and specificity

assesses whether a method is capable of reporting few false-

positive variants. F1 score is the harmonic mean of sensitivity

and specificity. The formulas are shown in the following:

sensitivity ¼
# True Positivesf g

# Annotated variantsf g

specificity ¼
# True Positivesf g

# Called variantsf g

F1 ¼
2� sensitivity� specificity

sensitivityþ specificity

ð12Þ

3.3 Diploid simulation with various sequencing depths

We used the DWGSIM simulator to generate six sets of sequen-

cing reads from human chromosome 21 with varying coverage

depths: 5, 10, 15, 20, 25 and 30�. PyroHMMvar, Samtools and

GATK were applied to call SNPs and short indels. A called SNP

is regarded as correct or true positive if the called locus is exactly

the same as the simulated locus and the called genotype is
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concordant with the simulated genotype; otherwise, it is incorrect

or false positive. An indel is regarded as a correct call if the called
locus is within 5 bp of the simulated locus, and the called geno-
type is concordant with the simulated genotype. These concepts,

as applied to true and false positives, were applied to both SNPs
and indels. A comparison of the performance of these three vari-

ant calling programs is shown in Table 1.
Across different coverages, PyroHMMvar called more

true-positive SNPs and fewer false-positive SNPs, when com-

pared with GATK and Samtools. For the high-coverage
(30� depth) sequencing data, PyroHMMvar called 34 861 true-
positive SNPs, which implies a sensitivity of 99.3%, whereas

GATK called 30 003 true-positive SNPs (sensitivity 85.5%) and
Samtools called 34796 true-positive SNPs (sensitivity 99.1%).
Relative to its counterparts, PyroHMMvar called 16.2% more

true-positive SNPs than GATK and 0.2% more true-positive
SNPs than Samtools. Moreover, PyroHMMvar called only 19

false-positive SNPs (99.9% specificity), whereas GATK called
1289 false-positive SNPs (95.9% specificity) and Samtools
called 84 false-positive SNPs (99.8% specificity). At the other

sequencing depths, Samtools called slightly fewer true-positive
SNPs and slightly more false-positive SNPs than PyroHM
Mvar. Overall, GATK predicted the fewest true-positive SNPs

and the most false-positive SNPs at various sequencing depths.
The results imply that PyroHMMvar and Samtools performed
better in detecting SNPs than GATK in terms of both sensitivity

and specificity.

The results also show that PyroHMMvar is accurate at detect-

ing short indels. Overall, PyroHMMvar had the best perform-

ance in all three criteria (sensitivity, specificity and F1) across all

sequencing depths. PyroHMMvar predicted more simulated

indels, as well as PyroHMMvar had the highest specificity.

It is worth noting that the number of false-positive indels

called by PyroHMMvar decreases as the sequencing depth

increases, whereas GATK and Samtools called more false-

positive indels along with the increase of sequencing depth.

Across all sequencing data, the performance of Samtools’ indel

calling is well below that of PyroHMMvar and GATK. Overall,

PyroHMMvar achieved the best performance in detecting both

SNPs and short indels.

We also demonstrated the runtime of the three programs,

which were performed at a single thread of a computer with a

3.4GHz CPU and 16 GB of memory. GATK achieved the fast-

est speed across all datasets. PyroHMMvar was slower than

GATK, but faster than Samtools. These three programs can

all be accelerated by using the parallel computing technique.

3.4 Diploid simulation with varying scoring function

BWA-SW deploys a Smith–Waterman algorithm (Smith and

Waterman, 1981) to perform local alignment of long reads. In

general, different scoring functions will produce raw alignments,

and may thus affect the performance of variant calling.

Therefore, it is desirable that a variant calling method be less

Table 1. Performance evaluation of variant calling programs on the simulation of short reads generated from human chromosome 21 at various

sequencing depths. The numbers in Bold are the best performances

Depth Method SNP Indel Runtime

(hour)

TP FP SEN (%)d SPE (%)e F1 (%) TP FP SEN (%) SPE (%) F1 (%)

5� PVa 15 739 722 44.8 95.6 61.0 838 37 19.0 95.7 31.7 0.53

GAb
15 740 2 996 44.8 84.0 58.5 759 52 17.2 93.6 29.1 0.10f

STc 14 948 1 257 42.6 92.2 58.3 745 993 16.9 42.9 24.2 0.37

10� PV 28 393 325 80.9 98.9 89.0 2 608 92 59.2 96.6 73.4 1.07

GA 23 071 2 898 65.7 88.8 75.5 2 467 101 56.0 96.1 70.7 0.21

ST 26 486 917 75.4 96.7 84.7 1 741 1 340 39.5 56.5 46.5 1.10

15� PV 32 757 96 93.3 99.7 96.4 3 778 80 85.7 97.9 91.4 1.10

GA 25 430 2 288 72.4 91.7 81.0 3 672 157 83.3 95.9 89.1 0.32

ST 31 453 439 89.6 98.6 93.9 2 466 1 528 55.9 61.7 58.7 2.13

20� PV 34 202 46 97.4 99.9 98.6 4 180 69 94.8 98.4 96.6 1.12

GA 27 539 1 855 78.4 93.7 85.4 4 124 174 93.5 96.0 94.7 0.45

ST 33 618 235 95.8 99.3 97.5 2 904 1 566 65.9 65.0 65.4 3.42

25� PV 34 681 37 98.8 99.9 99.3 4 347 70 98.6 98.4 98.5 1.14

GA 29 462 1 497 83.9 95.2% 89.2% 4 302 179 97.6% 96.0% 96.8% 0.57

ST 34 470 129 98.2 99.6% 98.9% 3 238 1 748 73.4% 64.9% 68.9% 4.78

30� PV 34 861 19 99.3 99.9 99.6 4 380 52 99.3 98.8 99.1 1.25

GA 30 003 1 289 85.5 95.9 90.4 4 345 161 98.5 96.4 97.5 0.64

ST 34 796 84 99.1 99.8 99.4 3 418 1 765 77.5 65.9 71.3 6.37

aPV is PyroHMMvar.
bGA is GATK (v2.4-9).
cST is Samtools (v0.1.19).
dSEN is Sensitivity.
eSPE is Specificity.
fThe runtime of GATK is the runtime of IndelRealigner plus the runtime of UnifiedGenotyper.
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sensitive to the scoring function of the mapping programs to

produce robust results. To assess this performance, we varied
the mismatch penalty of BWA-SW from 1 to 9 and applied it
to map the second simulated dataset at 10� depth. At a high

mismatch penalty, the mapping program prefers indels over mis-
matches and produces different raw alignments. After applying

PyroHMMvar, GATK and Samtools to these datasets, we com-
puted the sensitivity, specificity and F1 measure, and the results
are shown in Figure 3. Clearly, PyroHMMvar achieves consist-

ent sensitivity and specificity across all parameter settings
in detecting short indels. In contrast, the sensitivity of GATK
increases when the mismatch penalty increases. We also noticed

that the behavior of Samtools is different from other programs in
that both the sensitivity and specificity increase as the mismatch
penalty increases. This is because Samtools relies more on raw

alignments to call indels.
Because the mapping program prefers indels over mismatches,

the sensitivity in detecting SNPs decreases as the mismatch
penalty increases. PyroHMMvar selects a variant locus as an
SNP candidate when there are at least two reads supporting

the variant. If the original mismatches are replaced by indels in
the alignments, evidence is insufficient to support a variant locus
as a candidate site. For the same reason, the sensitivity of SNP

detection decreases in GATK and Samtools. However, although
the specificity of PyroHMMvar and Samtools is consistent
between them, the specificity of GATK is quite low at low

mismatch penalty. Thus, with a small mismatch penalty, some

indels appear like SNPs in the raw alignments, in turn causing

GATK to call false-positive SNPs. These results show that

PyroHMMvar is more robust than the other tools.

3.5 Application to whole genome resequencing data

We downloaded a human whole genome resequencing dataset

(National Center for Biotechnology Information SRA

Accession: ERX016676), which was generated by an Ion

Torrent PGM machine (Rothberg et al., 2011). We used the

BWA-SW to map the short reads back to the human reference

hg19 with the default parameter setting and then applied the

three variant calling programs to call SNPs and short indels.

The called variants with a prediction error rate of higher than

0.1% (quality score530) were eliminated. As demonstrated in

Table 2, these results suggest that PyroHMMvar provides an

accurate prediction of SNPs and short indels on human genome.
PyroHMMvar predicted 1 181 972 SNPs, among which

687985 were homozygous and 493 987 were heterozygous. In

all, 99.9% of the predicted homozygous SNPs (687 278) and

98.5% of the predicted heterozygous SNPs (486 385) could

be validated by the dbSNP 137. The predicted transition-to-

transversion (Ts/Tv) ratio is 2.17. In comparison, GATK pre-

dicted less SNPs with a similar Ts/Tv ratio (2.18). The number of

the predicted homozygous SNPs was larger (752994), but the

number of the predicted heterozygous SNPs was smaller

(350009). Their validation ratios are slightly lower than those

Fig. 3. Sensitivity, specificity and F1 measure when tuning the mismatch penalty from 1 to 9. Different scoring settings generate different mapping

results, which then affect downstream variant calling. This figure shows the performance changes of three methods by using different penalty scores
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of PyroHMMvar, at 99.7% for the homozygous SNPs and

98.2% for the heterozygous SNPs. Samtools made considerably

fewer SNP predictions (734 398), but its validation ratios and

Ts/Tv ratio are similar to the other two programs.
PyroHMMvar predicted 5671 insertions for which the valid-

ation rate was 98.4%, and 19 304 deletions for which the

validation rate was 34.6%. GATK called many more indels, but

with lower validation rates: 9339 insertions with 92.6% validation

rate, and 101602 deletions with 13.3% validation rate. Samtools

predicted the fewest number of indels, only 3552 insertions and

11 530 deletions. The validation rates of the indels were 91.9 and

28.3%, respectively. The running times of PyroHMMvar, GATK

and Samtools were 66.9, 22.6 and 36.4h, respectively.

3.6 The contribution of the HMM and the alignment

graph in PyroHMMvar

To evaluate the contribution of the HMM in PyroHMMvar, we

implemented a program, named PyroHMMvar-SW, which

replaces the HMM by a homopolymer-aware Smith–Waterman

alignment method, resembling PanGEA (Kofler et al., 2009). In

PyroHMMvar-SW, we assign a score þ5 to a match and �3 to a

mismatch. For an insertion or a deletion, we assign a score �4 to

the gap opening penalty, and �1 to each gap extension penalty.

For each pair of aligned homopolymers, in which a k-mer

polynucleotide stretch is aligned to an l-mer polynucleotide

stretch with identical nucleotide bases, we penalize the difference

by �1�jk-lj in the following scoring function,

s k, lð Þ ¼ 5�min k, lð Þ � 1� k� lj j ð13Þ

We simulated a diploid genome sequencing dataset with 10-fold

sequencing coverage, and applied both PyroHMMvar and Pyro

HMMvar-SW to this dataset. The results are shown in Table 3.

Both programs show a similar performance in SNP calling, but

the HMM clearly out-performs the Smith–Waterman method in

the detection of indels. PyroHMMvar called less false indels and

achieved a higher specificity (96.6%) than PyroHMMvar-SW

Table 2. Performance comparison of variant calling programs based on human whole genome resequencing data at the prediction accuracy499.9%

(variant quality score430)

Method PyroHMMvar GATK Samtools

Total predicted SNPs 1 181 972 1 103 003 734 398

Validated (%) 1 173 633 (99.3%) 1 093 986 (99.2%) 731 859 (99.7%)

Ts/Tv ratioa 2.17 2.18 2.19

Homozygous SNPs

Predicted 687 985 752 994 597 993

Validated (%)b 687 278 (99.9%) 750 428 (99.7%) 597 195 (99.9%)

Heterozygous SNPs

Predicted 493 987 350 009 136 405

Validated (%) 486 385 (98.5%) 343 558 (98.2%) 134 664 (98.7%)

Insertions

Predicted 5 671 9 339 3 552

Validated (%) 5 583 (98.4%) 8 597 (92.6%) 3 266 (91.9%)

Deletions

Predicted 19 304 101 602 11 530

Validated (%) 6 683 (34.6%) 13 510 (13.3%) 3 259 (28.3%)

Runtime (hour) 66.9 22.6c 36.4

aTs/Tv ratio is the transition-to-transversion ratio.
bThe validation database is the dbSNP 137.
cThe runtime of GATK is the runtime of IndelRealigner plus the runtime of UnifiedGenotyper.

Table 3. The performance comparison of PyroHMMvar with PyroHMMvar-SW, which replaces the HMM with a homopolymer-aware Smith–

Waterman alignment method, and PyroHMMvar-Unique, which uses the unique read sequences as the consensus sequences instead of the weighted

alignment graph

Method SNP Indel

TP FP SEN (%) SPE (%) F1 (%) TP FP SEN (%) SPE (%) F1(%)

PyroHMMvar 28 393 325 80.9 98.9 89.0 2 608 092 59.2 96.6 73.4

PyroHMMvar-SW 28 297 340 80.6 98.8 88.8 2 285 263 51.8 89.7 65.7

PyroHMMvar-Unique 21 224 126 60.5 99.4 75.2 1 723 018 39.1 99.0 56.0
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(89.7%). This improvement is due to the contribution of the
HMM in modeling the homopolymer errors.
To evaluate the contribution of the weighted alignment graph

method, we implemented a program called PyroHMMvar-
Unique, which identifies potential haplotypes by using short
reads instead of the weighted alignment graph and the DFS-

based algorithm implemented in PyroHMMvar. Similarly, we
simulated a diploid genome sequencing dataset with 10-fold
sequencing coverage, and applied both PyroHMMvar and

PyroHMMvar-Unique to this dataset. The results are shown in
Table 3. PyroHMMvar has higher F1 scores for both the SNP
calling (89.0%) and the indel calling (73.4%) than PyroHMMvar-

Unique (75.2% for the SNP calling and 56.0% in the indel
calling). This proves that the weighted alignment graph method
significantly improves the performance of variant calling.

4 DISCUSSION

The Ion Torrent and 454 sequencing machines are the routine
benchmark next-generation sequencing platforms with the lever-
age of affordable sequencing cost, low error rate and long read

length. These sequencing machines are commonly used in micro-
biology and virology research. However, short reads generated
by both Ion Torrent and 454 machines are contaminated by

homopolymer errors, which invariably raise indels in data,
thereby decreasing the accurate detection of SNPs and indels
from resequencing data. In this article, we introduced a compu-

tational framework that includes four components: (i) an HMM
to model homopolymer errors; (ii) a pairwise read–HMM re-

alignment method by which scoring parameters are estimated
from resequencing data; (iii) a weighted alignment graph to re-
construct the underlying haplotype sequences; and (iv) a

Bayesian method to call the genotype. Based on the simulation
experiments and application to real human whole genome rese-
quencing data, the proposed realignment approach combined

with the weighted alignment graph was demonstrated to be an
effective strategy to increase the accurate detection of SNPs and
short indels on both Ion Torrent and 454 resequencing data.

Although the method introduced in the article is designed for
Ion Torrent and 454 sequencing technologies, we believe that this
computational framework conveys the following insights on the

future development of variant calling method. Frist, it demon-
strates a method of establishing an appropriate error model for a
specific sequencing platform by (i) training the error model using

the resequencing data and (ii) applying the error model to realign
the mappings. Second, it demonstrates the use of the alignment

graph technique to reconstruct haplotype sequences. The align-
ment graph technique has also been shown to be effective in
constructing high-quality consensus sequences from the long

reads generated by the third-generation single molecular sequen-
cing technology (Chin et al., 2013). Furthermore, the alignment
graph technique dramatically reduces the computational time of

the otherwise exhaustive haplotype enumeration strategy, which
was used in previously published works (Albers et al., 2011; Zeng
et al., 2013). Overall, by replacing the homopolymer error model

with an appropriate error model, the proposed computational
framework can also benefit the detection of single nucleotide
variants from resequencing data generated by other sequencing

technologies, such as Illumina or Pacific Biosciences.
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