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Fast sensory processing is vital for the animal to efficiently respond
to the changing environment. This is usually achieved when the
animal is vigilant, as reflected by cortical desynchronization. How-
ever, the neural substrate for such fast processing remains unclear.
Here, we report that neurons in rat primary visual cortex (V1)
exhibited shorter response latency in the desynchronized state than
in the synchronized state. In vivo whole-cell recording from the
same V1 neurons undergoing the two states showed that both
the resting and visually evoked conductances were higher in the
desynchronized state. Such conductance increases of single V1 neu-
rons shorten the response latency by elevating the membrane po-
tential closer to the firing threshold and reducing the membrane
time constant, but the effects only account for a small fraction of
the observed latency advance. Simultaneous recordings in lateral
geniculate nucleus (LGN) and V1 revealed that LGN neurons also
exhibited latency advance, with a degree smaller than that of V1
neurons. Furthermore, latency advance in V1 increased across suc-
cessive cortical layers. Thus, latency advance accumulates along
various stages of the visual pathway, likely due to a global increase
of membrane conductance in the desynchronized state. This cumu-
lative effect may lead to a dramatic shortening of response latency
for neurons in higher visual cortex and play a critical role in fast
processing for vigilant animals.
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Fast reaction is essential for the survival of animals, such as
when detecting and fleeing a predator. Humans or animals

react rapidly in a vigilant state (1–3). The vigilance level of
animals (also humans) varies with brain state, which can be
characterized by the patterns of population activities measured
by electroencephalogram (EEG) and local field potential (LFP)
(4, 5). Although brain state exhibits diverse activity patterns, it
can be broadly classified into a desynchronized state dominated
by small-amplitude, high-frequency activities, and a synchronized
state dominated by large-amplitude, low-frequency fluctuations
(4, 5). The brain operates in the desynchronized state when the
animal is alert or vigilant, whereas it operates in the synchro-
nized state when the animal is quiescent or drowsy (4, 5). To
understand the neural substrate for fast processing in the vigilant
state, it is important to compare response latencies in the two
brain states for sensory cortical neurons, which are at the initial
stage along the sensorimotor pathway.
Brain state has a dominant impact on both resting properties

(6, 7) and sensory evoked responses (4, 8, 9) of cortical neurons.
For the visual system, although brain state or behavioral state
can modulate response amplitude, spatial receptive field, and
temporal frequency tuning of the neurons in the early visual
pathway (10–13), it is not clear whether brain state can modulate
response latency of primary visual cortex (V1) neurons. Fur-
thermore, the cellular and network mechanisms for brain state
modulation of visual response remain largely unknown. It is
suggested that background synaptic bombardments regulate
membrane potential and input conductance of cortical neurons,
and thus significantly influence the temporal properties of syn-
aptic integration by the neurons (14, 15). In this study, we raised

and tested a hypothesis that brain state can modulate response
latency of V1 neurons by changing background synaptic inputs.
We found in this study that the response latency of V1 neurons

was shorter in the desynchronized state than in the synchronized
state, in both awake and anesthetized rats. In vivo whole-cell
recording from the same V1 neurons undergoing the two states
showed that both the resting and visually evoked conductances
were higher in the desynchronized state, but such conductance
increases of single neurons only partly contributed to the ob-
served latency advance. Simultaneous recording from lateral
geniculate nucleus (LGN) and V1 neurons using multisite silicon
probes revealed that the latency advance increased from LGN to
V1 and across successive V1 layers. Thus, the shorter latency of
V1 neurons in the desynchronized state can be accounted for by
an accumulation of latency advance along various stages in the
early visual pathway.

Results
V1 Neurons Respond Faster in Desynchronized Brain State. We used
multisite silicon electrodes to record LFP and spiking activity in
response to sparse noise stimuli from V1 of head-restrained
awake rats (SI Materials and Methods). Brain state of awake rats
spontaneously alternated between a synchronized state with
large-amplitude, slow fluctuations, and a desynchronized state
with small-amplitude, fast oscillations (Fig. 1A). We analyzed the
LFP power in 1–10 and 30–80 Hz for each 2-s segment of the
recording and assigned each segment as the synchronized or
desynchronized state based on the cluster analysis of LFP power
spectrum (Fig. 1B and SI Materials and Methods). For each
neuron, we computed spatiotemporal receptive fields (RFs) us-
ing the response epochs in each of the two brain states (SI
Materials and Methods and Fig. 1C). To examine the temporal
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profile of the RF, we calculated the spatial variance of RF
(variance of the responses to different stimulus positions,
σ2 = < ½Rðx; yÞ− <Rðx; yÞ> �2 > ; SI Materials and Methods) at
each time delay after stimulus onset (16, 17) (Fig. 1 C and D).
Response latency was determined from the temporal profile of
RF (SI Materials and Methods) (18, 19). As shown in Fig. 1 C andD,
the latency of the example cell was shorter in the desynchronized
state than in the synchronized state. Over the population, the
mean latency measured in the desynchronized state was 43.0 ±
1.2 ms (mean ± SEM), significantly shorter than that (51.6 ±
1.6 ms, mean ± SEM) measured in the synchronized state
(Fig. 1E, n = 54, P = 1.3 × 10−9, Wilcoxon signed rank test).

This brain state modulation of RF latency was also observed
for V1 neurons recorded extracellularly from anesthetized rats
(Fig. 2). Urethane anesthesia caused spontaneous transitions
between different brain states (20) and has been widely used as
a model system for studying brain state-dependent sensory pro-
cessing (11, 21, 22). In this study, we used urethane together with
isoflurane (SI Materials and Methods) to control brain state in
a relatively stable manner (Fig. 2 A and B). As shown in Fig. 2 C
and D, the example V1 neuron from an anesthetized rat also
exhibited latency advance in the desynchronized state. At the
population level, the mean latency in the desynchronized state
was 48.0 ± 1.3 ms (mean ± SEM), which was 14.4 ± 0.9 ms
(mean ± SEM) shorter than that (62.5 ± 1.3 ms, mean ± SEM)
in the synchronized state (Fig. 2E, n = 127, P = 2.0 × 10−20,
Wilcoxon signed rank test). Thus, brain state-dependent latency
advance was observed in both awake and anesthetized rats.

Shorter Response Latency for Membrane Potential Response of V1
Neurons in Desynchronized State. Besides using extracellular
recordings, we further used in vivo whole-cell recordings in
anesthetized rats (SI Materials and Methods) to examine how
brain state modulates the latency of subthreshold membrane
potential response (Fig. 3), which results from the integration of
excitatory and inhibitory synaptic inputs. Each brain state was
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Fig. 1. Latency of spike RF in V1 depends on brain state in awake rats. (A)
Spontaneous switch of brain states indicated by changes in LFP trace and its
power spectrum from a head-fixed awake rat. Insets above, magnified LFP
traces of 4-s recording from a period in the desynchronized (marked by the
red arrow) and the synchronized (marked by the blue arrow) state, re-
spectively. (B) (Upper) Cluster analysis according to the LFP power in 1–10
and 30–80 Hz (red dots, desynchronized state; blue dots, synchronized state).
Each dot was calculated from a 2-s segment of LFP trace shown in A. (Lower)
Classification of synchronized and desynchronized brain states from LH
power ratio (SI Materials and Methods) of the LFP trace. Black curve,
smoothed curve of LH power ratio of the LFP trace shown in A. Blue (red)
dots, time segments for the blue (red) clusters in the upper panel. The blue
(red) dashed line indicates upper (lower) threshold (SI Materials and Methods).
The black dashed line, mean of the upper and lower threshold, is the threshold
used to separate different brain states. Time segments with LH power ratio
larger (smaller) than the threshold were defined as synchronized (desyn-
chronized) states. (C) Spatiotemporal RF maps of an example V1 neuron
shown in a series of time delays after stimulus onset (Upper, desynchronized
state; Lower, synchronized state). The traces above show the time courses of
the spatial variance of RF from 30 to 100 ms after stimulus onset. (D) Time
courses of the spatial variance of RF in desynchronized (red) and synchro-
nized (blue) states for the cell shown in C. The dashed lines mark the la-
tencies of RF (desynchronized state: 36 ms; synchronized state: 43 ms). Inset
shows the spiking responses to the most effective stimulus pixel in the RF
(red, desynchronized state; blue, synchronized state). (E) Summary of the RF
latencies in desynchronized and synchronized states for awake rats (n = 54,
P = 1.3 × 10−9, Wilcoxon signed rank test). Error bars represent ±SEM.
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Fig. 2. Latency of spike RF in V1 depends on brain state in anesthetized
rats. (A) LFP trace and its power spectrum for an anesthetized rat. Insets
above, magnified LFP traces of 4-s recording for a period in the desyn-
chronized state (marked by the red arrow) and the synchronized state
(marked by the blue arrow), respectively. (B) Cluster analysis of LFP power,
same as described in Fig. 1B. (C) Spatiotemporal RF maps of an example V1
neuron, same as described in Fig. 1C. Traces above show the time courses of
the spatial variance of RF from 40 to 110 ms after stimulus onset. (D) Time
courses of the spatial variance of RF in desynchronized (red) and synchro-
nized (blue) states for the cell shown in C. The dashed lines mark the la-
tencies of RF (desynchronized state: 41 ms; synchronized state: 54 ms). Inset
shows the spiking responses to the most effective stimulus pixel in the RF
(red, desynchronized state; blue, synchronized state). (E) Summary of the RF
latencies in desynchronized and synchronized states for anesthetized rats
(n = 127, P = 2.0 × 10−20, Wilcoxon signed rank test). Error bars represent ±SEM.
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characterized by a distinct pattern of EEG and membrane po-
tential that were simultaneously recorded (Fig. 3A). The EEG
recorded in the desynchronized state exhibited less low-fre-
quency power and more high-frequency power than that in the
synchronized state. Membrane potential usually showed a unim-
odal distribution in the desynchronized state, but a bimodal dis-
tribution in the synchronized state. Similar to the RF measured by

spiking activities, RF measured by membrane potentials exhibi-
ted shorter latency in the desynchronized state than in the syn-
chronized state (Fig. 3 B–D, n = 20, latency advance was 12.6 ±
2.0 ms, mean ± SEM; P = 1.5 × 10−4, Wilcoxon signed rank test).
In addition to measuring latency from the responses to sparse
noise, we also measured latency from the responses to drifting
gratings of different temporal frequencies (SI Materials and
Methods). As shown by the example cell in Fig. 3E, the mem-
brane potential responses in the desynchronized state were
phase-advanced relative to those in the synchronized state. The
brain state-dependent phase advance here is reminiscent of the
contrast-dependent phase advance, i.e., the response latency of
V1 neurons shortens as the contrast of visual stimuli increases
(23, 24). Thus, by analogy to the contrast-dependent phase ad-
vance, the brain state-dependent phase advance was defined as
the difference between the phase of first harmonic (F1 compo-
nent) of membrane potential response in the desynchronized
state and that in the synchronized state. The latency advance, as
computed from the slope of linear regression between the brain
state-dependent phase advance and temporal frequency (SI
Materials and Methods), was 15.2 ms (95% confidence interval:
9.5–21.0 ms; Fig. 3F; n = 11, R2 = 0.96, P = 0.0035, F test),
comparable to that measured from the temporal profile of RF
(Figs. 2E and 3D).

Membrane Conductance of V1 Neurons Increases in Desynchronized
State.Different brain states are associated with different network
activities, which play important roles in modifying the temporal
properties of synaptic integration by cortical neurons (14, 15).
Thus, we raised a hypothesis that brain state modulates re-
sponse latency of V1 neurons by changing background synaptic
inputs. To test this hypothesis, we calculated the resting con-
ductances from the same cells undergoing the two brain states
by recording membrane currents (potentials) at multiple
holding voltages (currents) (25–28) (SI Materials and Methods).
We found the resting conductance in the desynchronized state
was higher than that in the synchronized state (Fig. 4). We also
calculated the visually evoked conductances in the two states.
As shown in Fig. 4A, for the responses to both 4- and 8-Hz
drifting gratings, the peak amplitudes of the evoked excitatory
(ΔGe), inhibitory (ΔGi), and total conductances (Gtot =Grest +
ΔGe +ΔGi) of the example cell were higher in the desynchronized
state than in the synchronized state. Such conductance increases in
the desynchronized state were observed over the population (Fig.
4B; n = 7, Grest, P = 0.016; ΔGe, P = 0.047; ΔGi, P = 0.016; Gtot,
P = 0.016; Wilcoxon signed rank test), with a nearly 100% in-
crease in total conductance.
The higher resting membrane conductance in the desyn-

chronized state can be attributed to stronger background syn-
aptic bombardments, which elevate the resting membrane
potential. In addition, the larger total conductance (including
both the resting and visually evoked conductances) in the de-
synchronized state leads to a smaller membrane time constant.
We estimated the contribution of such conductance increases to
the latency advance in a single-neuron model (SI Materials
and Methods), in which the neuron receives stronger back-
ground and visually evoked synaptic inputs in the desynchron-
ized state, based on our experimental results. In this model,
stronger background inputs produce a more depolarized resting
membrane potential (Fig. S1A), consistent with our experimental
results and previous reports (15, 29). We found that the latency
advance estimated from such conductance increases was 4.4 ms
(95% confidence interval: 3.0–5.7 ms; Fig. S1B; n = 20, R2 =
0.97, P = 0.002, F test), which only constituted a small fraction of
the measured latency advance (Fig. 3F). This indicates that the
conductance increase of a single V1 neuron alone is not sufficient
to account for the latency advance measured experimentally.

Latency Advance Accumulates from LGN to V1 and Across Successive
V1 Layers. As transition between brain states involves a global
change of network dynamics, conductance increase in the
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Fig. 3. Brain state-dependent latency advance of membrane potential re-
sponse of V1 neurons. (A) (Left) Example EEG and membrane potential (Vm)
traces in synchronized (blue) and desynchronized states (red) in anesthetized
rats. (Upper Right) Power spectrum for EEG in synchronized (blue) and
desynchronized (red) states. (Lower Right) Distribution of Vm in synchro-
nized (blue) and desynchronized (red) states. (B) Spatiotemporal RF maps
measured by Vm for an example V1 neuron in desynchronized (Upper) and
synchronized (Lower) states. (C) Time courses of spatial variance of sub-
threshold RF in desynchronized (red) and synchronized (blue) states for the
cell shown in B. The dashed lines mark the latencies of RF (desynchronized
state: 51 ms; synchronized state: 58 ms). Inset shows the subthreshold
membrane potential responses (MP) to the most effective stimulus pixel in
the RF (red, desynchronized state; blue, synchronized state). (D) Summary of
the RF latencies for Vm response in desynchronized and synchronized states
(n = 20, P = 1.5 × 10−4, Wilcoxon signed rank test). Error bars represent ±SEM
(E) Example Vm responses to drifting gratings at different temporal fre-
quencies (Upper, 2 Hz; Lower, 4 Hz) in synchronized (blue) and desyn-
chronized (red) states. The dashed lines denote onset and offset of drifting
grating. (F) Phase advance, the difference between the phase of F1 com-
ponent of Vm in the desynchronized state and that in the synchronized state,
is plotted against temporal frequency (n = 11). Each black circle represents
the phase advance of each neuron; the filled magenta square is the mean
phase advance. Error bars represent ±SEM. Magenta line, linear regression
between the mean phase advance and temporal frequency (R2 = 0.96, P =
0.0035, F test). The slope of the line determines the latency advance, which is
15.2 ms (95% confidence interval: 9.5–21.0 ms).
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desynchronized state is likely to be a global effect. We thus
further hypothesized that latency advance exists at various
stages of the visual pathway, and V1 neurons inherit part of
their latency advance from LGN neurons. To test this hy-
pothesis, we first examined the response latency of LGN
neurons, which were simultaneously recorded with V1 neu-
rons using two 16-site silicon electrodes in anesthetized rats
(SI Materials and Methods). As shown by the LFP traces in Fig.
5A, the transition between the two brain states occurred si-
multaneously in the two brain regions. Fig. 5B shows the
temporal profiles of RFs for an example pair of simulta-
neously recorded LGN and V1 cells under the two brain
states. Similar to V1 neurons, LGN neurons also exhibited
latency advance (Fig. 5C; n = 98, P = 1.6 × 10−10, Wilcoxon
signed rank test), but with a degree (10.4 ± 1.6 ms, mean ±
SEM) significantly smaller than that for V1 neurons (14.4 ±
0.9 ms, mean ± SEM) (Fig. 5D; n = 127 for V1 and n = 98 for
LGN, P = 0.0067, Wilcoxon rank sum test), indicating that the
latency advance accumulates from LGN to V1. Thus, the la-
tency advance in V1 can be attributed to that of LGN and that
contributed by the conductance increase of V1 neurons.
To examine whether the latency advance also accumulates

along successive stages of information processing across V1
layers, we next measured LFP responses in the two brain states
to full-screen flash for all 16 recording sites located at different
cortical depths. We performed current source density (CSD)
analysis to transform the LFP responses into current sources and
sinks (Fig. 6A), which are local synaptic activities that generate
LFP, and provide more precise spatial information than LFP
about the location of cortical layer (30, 31). Layer 4 was defined
as the location exhibiting the earliest response of current sinks,

layer 2/3 was defined as those sites located above layer 4, and
layer 5 was those sites located immediately below layer 4 and
exhibited latency longer than that in layer 4 (32) (Fig. 6B). By
estimating response latency from the CSD profiles at each layer
(SI Materials and Methods and Fig. 6B), we found that the ab-
solute latency increased sequentially from layer 4 to layer 2/3 and
layer 5 in both brain states (Fig. 6C; n = 7; synchronized state: P =
0.016 for layer 4 versus layer 2/3 and for layer 2/3 versus layer 5;
desynchronized state: P = 0.031 for layer 4 versus layer 2/3; P =
0.016 for layer 2/3 versus layer 5; Wilcoxon signed rank test),
consistent with the sequence of cortical information flow (32).
Interestingly, the latency advance grew from layer 4 to layer 2/3
to layer 5 (Fig. 6D; n = 7; layer 4 versus layer 2/3: P = 0.031; layer
2/3 and layer 5: P = 0.047; Wilcoxon signed rank test). Taken
together, these results support our hypothesis that latency ad-
vance accumulates at various stages of the visual pathway, from
LGN to successive V1 layers, likely due to a global increase of
membrane conductance in the desynchronized state (Fig. 6E).

Discussion
Our study showed that V1 neurons responded faster in the
desynchronized brain state than in the synchronized brain state.
Both the resting and the evoked conductances of V1 neurons
increased in the desynchronized state. Such conductance in-
creases of single V1 neurons shorten the response latency by
elevating the membrane potential closer to the firing threshold
and reducing the membrane time constant, but the effects only
account for a small fraction of the observed latency advance. The
latency advance of V1 neurons can be explained by a cumulative
effect: latency advance of LGN neurons contributed to that of
V1 neurons, and latency advance in V1 accumulated from layer 4
to layer 2/3 to layer 5, likely due to the global conductance in-
crease associated with the brain state change. Such cumulative
latency advance may also apply to visual areas beyond V1 (Fig.
6E) and play a particularly important role for fast neural pro-
cessing in higher visual areas.
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Conductance Increase in Desynchronized State. Our result on the
increase of resting membrane conductance in the desynchron-
ized state is consistent with a previous study, which showed that
the input resistance of neurons in the barrel cortex is smaller in
the active whiskering period (similar to the desynchronized state)
than in the quiet awakefulness (similar to the synchronized state)
(33). A recent study compared conductances of V1 neurons
between awake (mainly in the desynchronized state) and anes-
thetized (in the synchronized state) mice (34). Consistent with
their results, we also found that inhibitory conductance domi-
nated in the desynchronized state (Fig. 4B). However, the latter
study reported no changes of resting and total conductances.
This discrepancy may be due to the fact that we compared
conductances measured from the same neuron undergoing the
two states, whereas the latter study compared conductances of
different neurons from two animal groups.
Shifts between brain states can be mediated by neuro-

modulatory systems, whose overall effect on the cortex is to put it
in an activated state during cortical desynchronization (4, 5).
Intense background synaptic bombardments in the desynchron-
ized state can lead to an increase in the resting conductance of
V1 neurons. The increase of visually evoked conductance in the
desynchronized state in V1 may result from stronger synaptic
inputs from LGN neurons, because the evoked responses of

LGN neurons are significantly enhanced in the desynchronized
state (Fig. S2A), consistent with previous studies (10, 12).

Potential Mechanism for Brain State-Dependent Latency Advance of
LGN Neurons. When the brain state changes from the synchro-
nized to the desynchronized state, LGN neuronal response shifts
from burst to tonic mode, with membrane potential closer to the
firing threshold (35, 36). In addition, we found that both the
spontaneous and evoked firing rates of LGN neurons increased
in the desynchronized state (Fig. S2), likely leading to higher
resting and total conductances. Similar to V1 neurons, the ele-
vated membrane potential and shortened membrane time con-
stant caused by the conductance increase can both contribute to
the latency advance of LGN neurons. Furthermore, retinal
ganglion cell responses in rat can be modulated by brain state,
possibly mediated by the serotonin input to the retina from the
dorsal raphe (37). Therefore, retinal ganglion cells may also
exhibit brain state-dependent latency advance, which can con-
tribute to that of LGN neurons.

Cumulative Effect of Latency Advance. The brain state-dependent
latency advance reported here is reminiscent of the phase ad-
vance of V1 neurons caused by high-contrast visual stimuli (23,
24). To account for the contrast-dependent phase advance, the
resistor–capacitor implementation of the normalization model
(38, 39) proposes that high-contrast stimulus increases the con-
ductance of the V1 neuron by enhancing the activities of other
V1 neurons connecting to it. The conductance increase results in
the reduction of membrane time constant, leading to phase ad-
vance. This mechanism of conductance increase successfully
explains a variety of contrast-dependent nonlinear responses of
V1 neurons, but the membrane conductance of V1 neurons has
to become very large to account for the contrast-dependent
phase advance (39). Our study showed that conductance increase
of single V1 neurons accounts for a small fraction of the mea-
sured latency advance, and the latency advance of a V1 neuron is
due to a cumulative effect, which incorporates the latency ad-
vance inherited from its input neurons and that contributed by its
own conductance increase. By analogy to our finding, one study
reported that the contrast-induced phase advance was larger in
V1 than in LGN (40). Thus, the cumulative effect revealed here
may be applied to the contrast-dependent latency advance along
the visual pathway. In addition to the contrast-dependent latency
advance, contrast-gain control can also accumulate across mul-
tiple processing stages (41, 42). Thus, cumulative effect may be
a general implementation for efficient processing of visual
information.

Brain State Modulation of Response Latency in Various Sensory
Modalities. A previous study in barrel cortex of awake mice
found no significant difference of response latency between the
quiet and actively whisking periods (33). The response latency
reported in the latter study was less than 10 ms, much smaller
than that in V1, due to only three synaptic relays from sensory
receptors to the barrel cortex (43). The small number of synaptic
relays before sensory information reaching the barrel cortex may
limit the cumulative effect. In addition, we found that the dis-
tinction between the desynchronized and synchronized states in
awake animals was not as prominent as that in anesthetized
animals (SI Materials and Methods and Fig. S3 A and B), and
latency advance was indeed smaller in awake than in anes-
thetized animals (Figs. 1E and 2E). Therefore, the effect of brain
state on response latency in the barrel cortex may be too small to
be detectable. Another study in the primary auditory cortex of
marmosets also found no difference in response latency between
slow-wave sleep and awake state (44). Because the awake state
includes both synchronized and desynchronized states, identifi-
cation of state-dependent response latency in the auditory cortex
may require further studies that more precisely define the brain
state. Consistent with our results, a recent study in mouse V1
also showed shorter latency of subthreshold response in awake
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(mainly in the desynchronized state) than in anesthetized
(mainly in the synchronized state) animals (figure S3 in ref. 34).
Notably, the response latency of V1 neurons depended on the
degree of cortical synchronization rather than whether the ani-
mal is awake or anesthetized (Fig. S3). The latency in the
desynchronized state of anesthetized rats was shorter than that in
the synchronized state but longer than that in the desynchronized
state of awake rats (Fig. S3D), indicating the importance of
identifying brain states for both anesthetized and awake animals.

Desynchronized State and Selective Attention. Interestingly, there
are many similarities between the desynchronized state and the
pattern of cortical activity associated with selective attention (4).
It is suggested that common neuromodulatory systems are in-
volved in regulating attention and cortical desynchronization (4,
5), and attention may lead to a reduction in response latency
(45). Indeed, attention-induced latency advance has been ob-
served in monkey V4 (46, 47) and MT (48), and the shorter la-
tency of visual response correlates with faster reaction of the
animal (47, 48). Because selective attention may involve local
desynchronization of neuronal activity along the visual pathway

representing the attended stimulus (4, 49), the cumulative effect
revealed here may play a role in visual processing during selec-
tive attention. It is of interest for future study to investigate
whether attention also leads to cumulative latency advance along
various stages of visual processing. Furthermore, because rapid
reaction of vigilant animals is likely due to fast processing of both
sensory input and motor output, the cumulative effect revealed
in this study may be also important for the motor system and lead
to fast motor processing.

Materials and Methods
All experiments were approved by the Animal Care and Use Committee at the
Institute of Neuroscience, Chinese Academy of Sciences. Data analyses and
single-neuron model were implemented using MATLAB. For details of rat
preparation, recordings, visual stimulation, data analysis, and modeling, see
SI Materials and Methods.
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