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Prospective and retrospective duration
memory in the hippocampus: is time
in the foreground or background?

Christopher J. MacDonald

Picower Institute for Learning and Memory, RIKEN – MIT Center for Neural Circuit Genetics, Massachusetts
Institute of Technology, 43 Vassar Street, Cambridge, MA, USA

Psychologists have long distinguished between prospective and retrospective

timing to highlight the difference between our sense of duration during an

experience in passing and our sense of duration in hindsight. Humans and

other animals use prospective timing in the seconds-to-minutes range in

order to learn durations, and can organize their behaviour based upon this

knowledge when they know that duration information will be important

ahead of time. By contrast, when durations are estimated after the fact, thus pre-

cluding the subject from consciously attending to temporal information,

duration information must be extracted from other memory representations.

The accumulated evidence from prospective timing research has generally led

to the hippocampus (HPC) being casted in a supporting role with prefrontal–

striatal, cortical or cerebellar circuits playing the lead. Here, I review findings

from the animal and human literature that have led to this conclusion and con-

sider that the contribution of the HPC to duration memory is understated

because we have little understanding about how we remember duration.
1. Introduction: the hippocampus is critical to remembering
experiences

In our everyday life, we perceive events as unfolding in relation to other events

that precede, co-occur or follow. Despite this complex and seemingly endless

stream of information, we are able to later bring to mind events and the context

of ‘when’ they occurred in our past. The ability to recover the temporal context

of a past event together with related events that occurred around that time falls

under the domain of episodic memory, and is largely connected to what is

meant by ‘remembering’ in the word’s everyday use [1]. Indeed, one of the hall-

marks of episodic remembering is the temporal organization of the events that

compose a memory for a distinct experience. In this way, episodic memory sup-

ports remembering the temporal order of events that occurred, and provides a

foundation for a mental chronology of our personal history.

There is overwhelming evidence from animal and human studies that the

hippocampus (HPC) is critical to episodic memory [2–4]. For example, humans

with selective bilateral hippocampal damage sustained relatively early in life

have a robust impairment in episodic memory, but show spared semantic

memory [2]. Moreover, patients that develop acute, transient lesions of the HPC

(specifically, area CA1) are amnesic for personal experiences with a flat retrograde

gradient that extends decades into the past [5]. Accordingly, fMRI studies show

that the HPC is involved in remembering personal experiences and the order in

which they occurred on an autobiographical timeline [6,7].

The HPC also contributes to the temporal organization of memories on a much

finer timescale. Hippocampal damage dramatically impairs remembering the order

of events separated by durations in the range of seconds to minutes. For example,

Mayes et al. [8] reported that patients with selective bilateral hippocampal damage

could recall whether they read a single word from a recently presented word list

and, in another paradigm, could identify whether two words had been presented

together as a pair on a recently presented list. However, they were impaired in
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memory for the order in which two words were presented within

a list, as well as the order of the lists. Thus, hippocampal damage

can leave intact the ability to recognize the recent occurrence

of single words or word pairs in isolation, while impairing the

ability to remember the order in which they occurred in rela-

tion to one another. Fortin et al. [9] developed a task to assess

the rat’s memory for the temporal order of odours and demon-

strated a similar effect in rats with complete hippocampal

lesions. Human functional imaging studies have confirmed and

extended upon the major conclusions from these lesion studies.

For example, hippocampal activation during sequence learning

is related to the length of the ‘empty’ duration between two

events that must be bridged for the successful encoding of their

association [10]. Moreover, there is greater activation in the

HPC when subjects correctly encode and remember the temporal

order of events in an experience [11–13]. Taken together, these

results support the idea that the HPC contributes to the temporal

organization of events in episodic memory, and that such a func-

tion can support accurate judgements about when events

occurred in relation to one another.

Because the content and organization of episodic memory

is fundamentally temporal in nature, it seems only natural

to ask how time is represented in the HPC? [14] This is a

challenging question if for no other reason than time is a com-

plex cognitive phenomenon, and different kinds of temporal

information may contribute to organizing event sequences in

memory. In this regard, research in temporal cognition has

generally distinguished among distinct yet related aspects of

psychological time, such as duration and succession among

others [15,16]. In the light of this issue on interval timing, my

central focus is to consider the contribution of the HPC to

memory of durations ranging from seconds to minutes. In

studies of episodic memory, time is typically conceived as an

ever-changing, multi-dimensional background stimulus—i.e.

context—in which events are embedded in memory [17].

Consequently, repeated occurrences of an event can be remem-

bered as distinct occurrences, even if the events are otherwise

identical across repetitions. In these studies, the duration

between events during encoding, or between encoding and

retrieval may be manipulated as an independent variable,

but often the end game is to evaluate how and whether the

events are remembered (but see [18] for example). By contrast,

at the forefront of interval timing research is to understand how

durations are perceived and coded into memory—subjective

duration is the dependent variable. These two fields have

mainly evolved in parallel from one another, and it is my

hope that this review is encouraging more integration.

Considerable evidence from interval timing research has

led to the HPC being cast in a supporting role for duration

memory, with prefrontal–striatal, cortical and cererbellar cir-

cuits playing the lead [19–21]. This is surprising, because a

representation of duration in the HPC would preserve in episo-

dic memory the temporal separation among events that

occurred in the learning experience to enhance their distinction

and facilitate judgements about their temporal order. Here, I

suggest that this supporting role is largely earned because of

a contemporary emphasis on understanding the neural basis

of duration memory based upon prospective timing instead

of retrospective timing. In the remainder of this review, I dis-

cuss the distinction between prospective and retrospective

timing, what we know about prospective duration memory,

then review the evidence that has supported a secondary role

for the HPC in prospective timing. Finally, I elaborate on
retrospective duration memory, and discuss some evidence

that the HPC plays a more critical role in this process.
2. Prospective and retrospective timing
James [22] asserted that our sense for the flow of time depends

on an awareness of change. Along the same line, duration is

related to an awareness of the amount of change in or between

events. Indeed, we perceive events as persisting in such a way

that the amount of time that flows thereafter can be measured

as an interval. Duration refers to an interval that marksthe begin-

ning and end of an event, or can refer to an interval between two

distinct events (which may be filled with other events).

It is important to recognize that psychologists have long

distinguished between prospective and retrospective timing

to highlight the difference between the duration of an experi-

ence in passing and duration of an experience in hindsight

[22–25]. This distinction is captured in the laboratory by

using two paradigms that are designed to draw upon each

process differently [25]. In prospective paradigms, subjects

are always instructed beforehand that they will have to esti-

mate an arbitrary target duration from memory, and tasks

differ in how the estimate is reported. In a duration pro-

duction task, subjects are explicitly informed of a target

duration, and to indicate with a verbal or motor response

when it has elapsed. Duration reproduction tasks are similar

except that subjects instead experience the target duration

first, and then reproduce the interval afterwards. A third vari-

ant is a duration comparison task. Here, subjects are asked to

compare an estimate of a target duration with a standard dur-

ation, and report a categorical decision about the comparison

(e.g. same or different). Finally, another variant involves

allowing the subject to experience a target duration and

then asking for a verbal estimate in conventional chrono-

metric units (e.g. seconds). All tasks in which animals are

trained to ‘estimate’ duration (see §5) are prospective para-

digms. In a retrospective paradigm, subjects are asked to

estimate the duration of an experience, but are not aware

that they would be asked to do so during the experience.

Thus, subjects typically engage in an activity throughout

the target duration without knowing they will be asked to

estimate the duration of the experience. Later, they are

asked to judge duration based upon their memory of the

experience. In this way, information about duration is inci-

dentally encoded during the target duration and deployed

at some later time to make an estimate.

The difference between prospective and retrospective

timing serves as more than a simple heuristic, because there

is evidence that each paradigm taps into different psychologi-

cal processes [26–29]. This is significant, because decades of

research have revealed that memory is not a unitary phenom-

enon, but rather multiple memory systems exist in the brain

that can be differentiated by their anatomical circuits and mne-

monic operating principles [30–32]. Duration estimates based

upon either paradigm may reflect memory that is supported

by different neural circuits. However, our current understand-

ing of the HPC’s contribution to duration memory is largely as

a result of prospective timing experiments. With this in mind, I

discuss in §3 what is known about the processes that underlie

prospective duration memory, and then I examine the contri-

bution of the HPC to this process based upon human and

animal studies (§§4 and 5).
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Figure 1. Cartoon depicting the basics of scalar timing theory. Note that the x- and y-axis refer to real time and accumulated subjective time, respectively. The
origin of the plot indicates the beginning of a duration that is being estimated. The Gaussian-shaped distribution (red) on the y-axis indicates the prospective
duration memory that is acquired from experience. The upper dotted line (mauve) indicates the expected value of the duration memory. The solid grey line indicates
the relationship between the growing magnitude of accumulated subjective time and the passage of real time. The lower dotted line (blue) is the decision threshold
that is set in relation to the expected value of duration memory. A response is made when the grey line crosses the decision threshold, or when the current growing
duration estimate is ‘close enough’ to the duration from memory. (Online version in colour.)
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3. Cognitive processes that underlie prospective
duration memory

Research on prospective timing has shown that prospect-

ive duration memory is systematically less precise for longer

durations [33,34]. This so-called scalar property is apparent

when subjects are asked to make estimates about durations

encoded into memory. For example, human subjects asked

to demarcate a target duration with button presses are, on

average, accurate but show more variable estimates for longer

durations [35]. More interesting, however, is that variability

increases linearly with the length of the duration in memory.

What this means is that the precision of prospective duration

memory is a constant proportion of its accuracy.

Scalar timing theory (STT) is the dominant psychological

model of prospective timing. It was originally developed

to account for animal response timing but has also proved

valuable for understanding duration memory in humans

[33,34,36–38]. From the outset, STT was developed with the

scalar property in mind and strongly influenced by norma-

tive psychophysics [39]. The scalar property was conceived as

arising potentially from several components. Here, I focus on

three such sources of variability—the clock-accumulator,

memory and the decision threshold [37]. The gist of STT is that

the onset of the target duration to be estimated entails the

accumulation of pulses emitted by an internal clock. The clock-

accumulator is conceived as tightly connected to processing

in working memory [37,40,41], and evidence for an independ-

ent clock-accumulator and memory component is strongly

supported by pharmacological experiments in the animal litera-

ture [42–46]. Memory is a long-term store for the expected

number of pulses that accumulates across the target duration

and is conceived as a distribution. It is assumed that this distri-

bution in memory is based upon extensive experience with

the target duration in the past; a product of contents in working

memory (clock-accumulator) having been translated into long-

term memory many times before. The decision threshold is

simply a performance factor that maps the result of a comparison

between working memory and long-term memory with a
behavioural response. To illustrate how STT is applied to dur-

ation production, suppose a signal turns on explicitly marking

the beginning of the target duration to be estimated (figure 1).

The number of pulses begins to grow in the clock-accumulator.

This growing count is compared with a value sampled from

long-term memory, and a response is made when these values

are ‘close enough’ (i.e. exceeds a decision threshold).

Therefore, STT provides a quantitative framework by which

scalar variation in prospective timing can be isolated to different

sources [47–49]. Quantitative modelling of animal and human

behaviour in prospective timing tasks points to memory as

a significant source of scalar variance [37,50]. This fundamen-

tal quantitative property of prospective duration memory

places constraints on the underlying cognitive and neural mech-

anisms. It also provides a useful diagnostic for the normal

functioning of duration memory in prospective timing.
4. Human studies of prospective duration
memory

Many human amnesics have been tested using prospective

timing paradigms. In a duration reproduction task, H.M.’s

duration estimates up until 20 s were generally accurate [51].

However, for intervals longer than 20 s, H.M. consistently

reproduced durations shorter than the target, and the impair-

ment was more pronounced with longer durations. Several

studies have since followed up on this finding with reports of

patients exhibiting amnesia that is characteristic of hippocampal

dysfunction [52]. In one experiment, Perbal et al. [53] presented a

case study of a patient (A.C.) who was assessed using various

prospective timing paradigms and three intervals (5, 14 and

38 s). Patient A.C. had left hippocampal damage together

with damage to some extrahippocampal areas [54] but pre-

sented with anterograde and retrograde amnesia for episodic

memory, whereas her skill learning, semantic and working

memory were generally intact. While A.C. was found to have

no impairment in a duration production task, the largest

effect observed was using a variant of a duration reproduction
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task where she reproduced durations shorter than the target

duration. There was some suggestions that the scalar property

of duration memory was altered, but the effect was inconsistent

across tasks. These findings are generally in agreement with

another study of a patient who developed dense anterograde

amnesia for autobiographical information [55]. Patient B.W.

reproduced 30–120 s target durations as shorter in a reproduc-

tion task, but showed little impairment for shorter intervals.

Several general conclusions can be made from neuropsycho-

logical studies of prospective timing. The most commonly

reported prospective timing impairment resulting from hippo-

campal amnesia is that memory for duration is shortened

and is consequently underestimated. Moreover, this change in

the content of memory is observed with durations as short

as 10 s. There are several reasons why duration underestima-

tion is best described as a memory impairment instead of a

faster clock-accumulator, which would also result in dura-

tion underestimation. Generally, from the STT standpoint,

clock-accumulator speed effects are only apparent if the clock-

accumulator speed operating when the target duration is

encoded into memory differs from the clock-accumulator

speed operating when the subject is actively estimating the

target duration. There is no reason to think why this is the case

under normal circumstances. There are inconsistencies concern-

ing the generality of the effect on prospective duration memory

both within and across studies [56,57], but the differences may

be explained by the unselective nature of the hippocampal

damage and details of the task, such as the stimulus material

used to indicate the target durations (see §5).

While neuropsychological studies can address the necessity

of the HPC for prospective timing, they do not address whether

the HPC is normally engaged in the process. Such is the advan-

tage of function imaging studies, and the functional imaging of

prospective timing has been reviewed on several occasions

[58–62]. Across reviews, there are commonly no reports of hip-

pocampal activation, or other medial temporal lobe (MTL)

structures typically implicated in episodic memory, in a variety

of prospective timing tasks. One exception is a study reported

by Harrington et al. [63], who found increased hippocampal

activation related to the duration estimate in a duration

comparison task. Conversely, a subsequent fMRI experiment

that used prospective duration comparison paradigms

reported no activation in MTL structures [64]. The conclusion

that emerges from these reviews is puzzling in the light of

the effect of hippocampal amnesia on prospective timing,

and the results from animal studies described in §5.

However, there are several reasons why this may be the

case. Hippocampal activity is evidently opposing a relatively

subtle change in the content of duration memory, which may

obscure the detection of hippocampal involvement without

the appropriate experimental design. In addition, when and

how this content change is taking place is not known; the

change may be primarily occurring offline during sleep, for

example. Other reasons include the use of highly familiar

stimuli with low complexity, short target durations and

reliance on a motor response to indicate the duration estimate.
5. Animal studies of prospective duration
memory

One major advantage in animal studies of prospective timing is

that there is more control over the extent and location of
hippocampal damage and more opportunity to fully character-

ize the effect. Fortunately, many such studies have been

undertaken. That animals can encode duration into memory

is most apparent when events in their environment reliably

predict the occurrence of reward at a later specific time.

In animal studies, a motor response, such as a lever press

or nose poke, serves in lieu of verbal judgements about dur-

ation memory. After a predictive event occurs, the motor

response used to obtain reward becomes more likely as time

passes, and peaks approximately when the target duration

has elapsed. Thus, one indicator of prospective duration

memory in animals is response timing, such as a temporal

gradient of responding that reaches maximal levels at the

target duration.

The peak interval (PI) procedure [65,66] is a widely used

prospective timing task that has been adapted for a broad

range of species, including humans. There are two kinds of

trials randomly intermixed in a testing session: fixed duration

and probe trials. On a fixed duration trial, a signal (e.g. light)

turns on, and an animal is rewarded only if it makes a response

(e.g. lever press) after the target duration elapses. Animals

learn to obtain reward soon after the target duration elapses.

On a probe trial, the animal is not rewarded for responding,

and the signal stays on long past the target duration. Response

timing data obtained from probe trials (peak functions) are

Gaussian-shaped and are generally centred on the target

duration (figure 2ai). Two useful diagnostics of duration

memory can be extracted from the peak function (figure 2aii).

The accuracy of duration memory is indicated by when the high-

est response rate occurs (peak time). The precision of the

duration memory is indicated by the spread of the temporal gra-

dient around the peak (figure 1a). Because the spread is generally

linearly proportional to their peak time, peak functions exhibit

the scalar property (figure 2b). Consequently, the PI procedure

serves as an ideal tool to screen prospective memory.

Peak functions from rats with lesions of the fimbria–

fornix (one major source of hippocampal input/output) are

initially comparable with controls, but gradually shift to

earlier peak times over the course of many testing sessions

[67,68]. The shift eventually comes to an end, but the earlier

peak time persists for as long as testing continues over the

course of several months (figure 2c). That duration under-

estimation is a permanent consequence of hippocampal

dysfunction suggests that prospective duration memory is

shortened, and is generally consistent with human neuro-

psychological studies. In addition, the scalar property is

preserved in animals with fimbria–fornix lesions. However,

a recent study confirmed a dissociation between the effects

of dorsal and ventral hippocampal lesions on performance

in the PI procedure (see [69]). While dorsal and ventral

lesions of the HPC result in a shortened prospective dur-

ation memory, the scalar property was violated in rats with

ventral, but not dorsal hippocampal lesions. This dissociation

is notable, and raises the question of whether it is a conse-

quence of compensatory changes in areas that are known

to be involved in prospective timing and are downstream

from the ventral HPC, such as the prefrontal cortex

[20,58,59]. Hippocampal damage also results in comparable

impairments with other prospective timing tasks in which

animals estimate duration, such as the differential reinforce-

ment of low response rate (DRL) task [63,70]. In the DRL

task, animals learn to space consecutive responses in

time; once they make a response, the subsequent response
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is rewarded only if they wait until the target duration

elapses. Animals with hippocampal damage systematically

underestimate duration and respond earlier than normal

animals [71].

Is the HPC engaged in animals performing prospective

timing tasks under normal conditions? There are very few

animal studies in which hippocampal neural activity is moni-

tored in combination with prospective timing tasks. One

experiment focused on single cell recordings of the HPC in

rats trained on the DRL task [72]. The activity from some hip-

pocampal neurons gradually decayed after pressing a lever

and reached a minimum when the target duration elapsed

and the rat pressed the lever again. This profile is consistent

with the cells signalling a fading memory trace of the lever

press, whose rate of decay would determine when the rat

stops waiting and presses the lever (see also [73]). However,

there was no obvious relationship between the rate of decay

and timing of the rat’s second lever press. The remaining

class of cells signalled the behaviours of the rat in between

lever presses, or the lever press itself. These results show

that the HPC signals various features of a DRL task, and

that some cells signal temporal information that may be

used by downstream areas to track duration and guide

when to respond. Other studies have focused on relatively

more global electrophysiological signatures of prospec-

tive timing by investigating local field potentials in the

HPC [74]. These studies adduce evidence that the HPC is

relatively more engaged in prospective timing tasks than in

non-timing tasks.
6. Hippocampal damage alters the content of
prospective duration memory, but does not
eliminate it

In animals and humans, the most consistent outcome from

hippocampal dysfunction is the shortening of prospective

duration memory, and the magnitude of shortening is typic-

ally 10–15% of the target duration. In many cases, the

scalar property is reported as being intact, which suggests

that the precision of prospective duration memory scales

appropriately with the accuracy change just as in the

normal functioning brain. Nevertheless, more studies in

both humans and animals are needed to investigate this

topic; delineating the neural circuits that underlie the scalar

property is of great importance to fully understand the mech-

anisms of prospective duration memory. Collectively, the

emerging picture from human and animal studies is that pro-

spective duration memory is generally preserved in humans

and animals following hippocampal damage. The nature of

the impairment indicates that hippocampal function is

required for maintaining an accurate prospective duration

memory that is otherwise encoded extrahippocampally.

It is important to emphasize that a lesion-induced alter-

ation in the content of duration memory is entirely

consistent with some prospective timing studies in animals

that reported no effect of hippocampal damage [75,76]. Con-

sider a duration comparison paradigm wherein the animal

must make one response for a reward (‘press left lever’) if it
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experiences a short target duration and an alternative

response for reward if it experiences a long target duration

(‘press right lever’). Hippocampal damage would result in

the shortening of duration memory for both the short and

long target duration, and as such choice performance

would not be expected to suffer.

Because extrahippocampal structures can largely support

normal prospective duration memory, does the HPC disen-

gage during prospective timing? The study of prospective

timing is strongly influenced by the psychophysical tradition.

As such, many experiments involve the use of a limited

number of target durations, low-complexity sensory stimuli

(e.g. pure tones) to demarcate the beginning and end of a dur-

ation, and a large number of stimulus repetitions using each

target duration. Consistent with psychophysical principles,

this approach allows for the variability in performance to

be decomposed and attributed to different sources that are

prescribed by formal models of prospective timing. The quan-

titative methods are powerful, but the experimental design and

‘steady-state’ assumptions of prospective timing processes are

not conducive to detecting hippocampal activation. Indeed, the

HPC can be activated in circumstances that require information

to be actively maintained across short delays [77,78]. However,

the circumstances entail the use of novel or complex material,

and in this way, neocortical areas are not in a position to

represent the stimuli in support of short-term memory [79].

While it will be crucial to understand precisely how the

HPC contributes to prospective duration memory and coordin-

ates with other brain areas to mediate this process [80,81],

yet another approach to understanding the representation

of duration in the HPC is to consider the case of retrospective

timing. Indeed, the role of the HPC in duration memory

might be understated simply, because we have little under-

standing about how we remember the duration of

experiences (see also [82]).
7. Cognitive processes that underlie retrospective
duration memory

Models of retrospective timing have only been developed to

account for human experimental findings, and eschew

clocks and accumulators. Instead, when a person is unexpect-

edly asked to estimate a target duration in retrospect, they

have to remember the experience and feature(s) of the

memory are assumed to be diagnostic of its actual duration.

For this reason, retrospective duration estimates are referred

to as remembered duration [16]. Unlike prospective duration

estimates, retrospective estimates do not increase proportion-

ally to the duration of the experience being remembered;

therefore prospective timing is generally more accurate than

retrospective timing [26]. Moreover, prospective timing is

considered more susceptible to changes in attentional

resources because it involves actively monitoring duration

as it lengthens [16,25,26].

Ornstein [83] proposed one of the earliest cognitive theories

of remembered duration, and likened it to a constructive pro-

cess at the time of retrieval wherein the number of events

that were encoded during the experience is related to the

length of the remembered duration. In other words, an experi-

ence remembered as being filled with more events will also be

remembered as being longer in hindsight (cf. [22]). However,

many studies since that time have shown that the successful
encoding of events that occurs during an experience is not a

primary determinant of remembered duration [84–89].

Instead, remembered duration is related to encoding into

memory changes in the context1 surrounding the occurrence

of events throughout an experience [16]. Some insight into

how duration of an experience is estimated retrospectively

is gleaned by considering the simple situation in which sub-

jects learn a distinct sequence of events. Here, the experience

is defined by the beginning and end of a discrete event. The

question of interest is whether the ‘empty’ duration between

the two events is incidentally encoded into memory—that is,

even when subjects have no explicit instruction that they will

need to express this information.

In one experiment [90], subjects studied a long list of

words presented one at a time. Some words were repeated,

but the number of intervening words (i.e. duration) between

the first and second occurrence was manipulated as an inde-

pendent variable. Critically, the subjects were aware that

there would be some word repetitions, but would only later

be tested for their memory of the individual words. In testing,

subjects who recognized words as having been repeated

during study could also indicate their relative separation in

time. That is, they remembered that repeated words separ-

ated by shorter durations during study occurred closer

together in time than repeated words separated by relatively

longer durations in study. Thus, duration information was

encoded even though subjects had no reason to expect it

would later be relevant. Subsequent experiments demon-

strated this effect for the occurrence of two words in the list

that are conceptually related (e.g. ‘king’ and ‘queen’) [91].

These and other studies yielding similar results [92] led to a

proposal that subjects remember the past occurrence of a

word and how long ago it happened when they are reminded

by the occurrence of the same (or conceptually related) word.

As a result, the encoding of memory for the reminding word

and its surrounding context includes a reference to the word’s

past occurrence and prevailing context at that time. This

relationship also enables the automatic (but see [93]) encod-

ing of duration as an accessible property of the memory

([90,94]; see also [92,95,96]).

Remarkably, Miller and co-workers have also provided

comparable evidence in animals that duration is encoded

as part of memories for different event sequences (reviewed

in [97]). An illustrative finding is from one experiment by

Cole et al. [98] in which there were two groups of animals

(figure 3). In the first training phase, a discrete sound stimulus

(S1) preceded a shock (X) in both groups, but in one group they

were separated by 5 s (group ‘trace’) and in another they were

separated by 0 s (group ‘no trace’). In the second phase, for

both groups, the S1 was then paired with a novel sound stimu-

lus (S2)—that is, S1! S2—but there was no intervening delay.

Thus, both groups encoded two sequence memories (S1! X

and S1! S2). The only difference between the two groups

was the sequence memory from phase 1—i.e. did a 5 or 0 s

delay separate S1 and the shock? Figure 3 illustrates the tem-

poral relationships among events in each sequence memory

for both groups. In a final test phase, they found that group

‘trace’ expressed more fear to S2 than group ‘no trace’. This

finding demonstrates that each sequence memory includes

information about the duration in between two events that

compose the sequence, even when there is little evidence for

prospective timing by the animals.2 Moreover, the sequence

memories were integrated to update S2 with predictive
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Figure 3. Depiction of the basic training protocol for the experiment. There are two groups: group ‘trace’ and group ‘no trace’, which differ depending on whether
there is a 5 or 0 s trace between a sound (S1) and shock (X) during phase 1 of training. During phase 2, both groups received pairings of S1 followed by S2. During
the testing phase, both groups were exposed to S2 and group ‘trace’ exhibited more fear. The explanation is best understood through the illustration of what the
‘integrated representation’ of both sequence memories looks like. Note that the presence of a 5 s duration in group ‘trace’ facilitates an inference that the shock (X)
immediately follows S2.
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information about the shock based upon duration infor-

mation that was encoded incidentally, even though the S2

and the shock were never directly experienced together (see

figure 3—‘integrated representation’).

These results suggest that duration information can be

incidentally encoded while learning a sequence of events,

and later be accessed during episodic remembering. That retro-

spective timing is strongly connected with remembering the

temporal context underlying a sequence of events suggests a

critical role for episodic memory [99], and by extension the

HPC. Indeed, a recent computational model of episodic

memory may provide a foundation by which to consider this

relationship [100].
8. Retrospective duration memory in the
hippocampus

Behavioural experiments show that durations between events

are incidentally encoded while humans and animals learn

a distinct sequence of events. How does the HPC process

temporal information under these circumstances? We have

gained much insight into this question from studies that

employ techniques to monitor activity from large populations

of hippocampal neurons in combination with sequence

memory testing. This section is not intended to present an

exhaustive review of the many experiments on this topic.

I focus on a few selective experimental paradigms that test

non-spatial sequence memory. Readers interested in spatial

sequence memory are referred to recent reviews on this

topic [101,102].

One of the most striking functional dissociations of the

HPC is that damage to the structure can grossly impair

trace fear and eyeblink conditioning, but have little effect

on the delay versions of each task (see [103,104] for extensive

reviews). Because duration is encoded during trace fear con-

ditioning without animals engaged in prospective timing, it

is of interest to characterize the hippocampal network

during this process. With traces as long as 20 s, hippocampal

neurons activate at the expected time of the shock when it is

omitted ([105]; see also [106]). Different neurons also activate
during the trace, as has been reported in other trace con-

ditioning paradigms, but the response profiles of these cells

are more heterogeneous across the population.

More recently, in a series of experiments MacDonald et al.
[107,108] explored the nature of the temporal representation

in the HPC for memories of distinct event sequences. In

these experiments, freely moving [107] or immobilized [108]

rats learned to distinguish among different event sequences,

then tested while monitoring the activity of large ensembles

of hippocampal CA1 neurons. Here, the sequences were com-

posed of two discrete events, such as the presentation of

distinct odours, separated by an ‘empty’ constant delay

period. Three general conclusions can be drawn from these

experiments. Hippocampal neurons signalled either the first

or second event in the sequence, but the most striking finding

was that many cells activated during the constant delay

period in between the events. Importantly, the neurons select-

ively activated at different moments and were therefore called

‘time cells’ (figure 4a).3 To better illustrate the temporal signa-

ture of these cells, figure 4b plots normalized firing rates from

an ensemble of cells recorded simultaneously during the

delay from one experiment. It is readily apparent that

the cells activated in series, and the overlap among their

firing fields bridged the entire delay that separated the two

events in the sequence. Of note is that the spread of a firing

field is larger for time cells whose peak time of activity occurs

later in the delay. This feature is reminiscent of peak interval

response timing data discussed in §5 (e.g. figure 2a), and

suggests that time cells encode specific durations in relation

to the first event in the sequence memory. A second general

conclusion is that largely separate time cell ensembles can

activate to represent a distinct sequence memory, and the

sequence of activity is related to correctly remembered

event sequences (figure 5a). Finally, when the delay period

is lengthened, the majority of time cells respond by activating

in a qualitatively different manner (figure 5b). Some time cells

selectively activate at different moments, whereas others

stop firing altogether. Some cells that were previously silent

begin to selectively fire at moments during the delay.

This finding is consistent with the idea that a sequence

memory includes information about the duration between
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its component events, because altering the duration en-

tailed a reorganization of the memory represented in the

hippocampal network.

These findings suggest that duration is encoded incidentally

in service of remembering non-spatial event sequences. The

results parallel those reported from other neurophysiological

studies in rats, monkeys and humans that demonstrate a rich

representation of time in the HPC [109–112]. Moreover, the

results are consistent with classic computational modelling

of HPC function that predicts the existence of ‘context’ cells

in the HPC that collectively activate in sequence to bridge

delays between to-be-remembered items in memory [113,114].

Altogether, the data strongly suggest that the HPC supports

the temporal organization of episodic memory by providing a

scaffold onto which relevant events are placed. This organiz-

ational function supports a memory for ‘when’ events A and

B occurred insofar that we can remember, for example, that B

came after A. However, this representation also contains infor-

mation about duration. In other words, the hippocampal

representation of a sequence can preserve an ordinal relation-

ship between events as well as how much time passed

between events.
9. Conclusion
Our efforts towards understanding how the HPC encodes

duration memory have been largely based upon prospective
timing. In prospective timing, time is in the foreground,

because humans and animals actively monitor duration to

inform their current estimate of how much time has passed.

The available evidence suggests that the HPC is involved

with prospective duration memory, but extrahippocampal

structures appear to be more critical. In retrospective

timing, time is in the background and incidentally encoded

in support of organizing sequential event representations in

memory—a process for which the HPC is necessary. The dur-

ation information is accessible upon remembering the event

sequences, and may be embodied in the sequential firing

of time cells that encode a rich temporal representation of

distinct event sequences.

Given that duration coding is a ubiquitous property of

neural circuits, there needs to be a greater emphasis on under-

standing the many kinds of memory representations that are

deployed to make duration estimates and how their similarities

and differences map onto their underlying neural circuitry.

To distinguish between the kind of memory deployed in pro-

spective and retrospective timing, I borrow an analogy that

Jacoby et al. [115] made while noting that memories are often

expressed to accomplish a task in the present without remem-

bering the learning experiences. They compared the distinction

between remembering or not remembering with the distinc-

tion between using a hammer to pound a nail or attending to

the hammer as an object. Just as we can treat a hammer differ-

ently despite it being the same object, so too can the same be

said for how we can treat memory. Keeping with their analogy,
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in prospective paradigms, duration memory is treated as a tool

to enhance performance in the present. The circuits consist-

ently engaged in prospective timing overlap with regions

commonly implicated in the learning and expression of pro-

cedural memories [116]. In this way, prospective timing is

inextricably connected to the process by which we optimally

organize specific behaviours and other cognitive resources in

real time (e.g. attention), and this process operates capably

without the HPC. Conversely, in retrospective paradigms, we

remember an experience to judge its duration, and as such

our attention is on the past. The HPC and surrounding areas

in the MTL would be expected to be critical for this latter pro-

cess, but not necessarily the former one. The challenge now is

to understand how remembered duration is encoded in the

HPC and the MTL, and how this representation differs from

and contributes to prospective timing mediated by other

neural circuits in service of consciousness and cognition.
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Endnotes
1As noted in §1, context refers to a changing constellation of elements
that provide a background in which events occur.
2It is notable that the tasks used here do not promote the develop-
ment of any obvious response timing. Response timing in trace fear
conditioning is not a common finding across studies.
3In freely moving animals, a detailed statistical analysis of the firing pat-
terns of neurons revealed that the timing signal was independent of
many other variables for which the HPC is known to signal, such as
the rat’s spatial location [107]. In the other experiment, the rats were
head-fixed and did not move during the delay throughout testing [108].
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