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Human vision is an active process in which information is sampled
during brief periods of stable fixation in between gaze shifts.
Foveal analysis serves to identify the currently fixated object and
has to be coordinated with a peripheral selection process of the
next fixation location. Models of visual search and scene percep-
tion typically focus on the latter, without considering foveal
processing requirements. We developed a dual-task noise classifi-
cation technique that enables identification of the information
uptake for foveal analysis and peripheral selection within a single
fixation. Human observers had to use foveal vision to extract
visual feature information (orientation) from different locations
for a psychophysical comparison. The selection of to-be-fixated
locations was guided by a different feature (luminance contrast).
We inserted noise in both visual features and identified the uptake
of information by looking at correlations between the noise at
different points in time and behavior. Our data show that foveal
analysis and peripheral selection proceeded completely in parallel.
Peripheral processing stopped some time before the onset of an
eye movement, but foveal analysis continued during this period.
Variations in the difficulty of foveal processing did not influence
the uptake of peripheral information and the efficacy of peripheral
selection, suggesting that foveal analysis and peripheral selection
operated independently. These results provide important theoret-
ical constraints on how to model target selection in conjunction
with foveal object identification: in parallel and independently.
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Almost all human visually guided behavior relies on the se-
lective uptake of information, due to sensory and cognitive

limitations. On the sensory side, the sampling of visual input by
the retinal mosaic of photoreceptors becomes increasingly sparse
and irregular away from central vision (1). In addition, fewer
cortical neurons are devoted to the analysis of peripheral visual
information (cortical magnification) (2, 3). Humans and other
animals with so-called foveated visual systems have evolved gaze-
shifting mechanisms to overcome these limitations. Saccadic eye
movements serve to rapidly and efficiently deploy gaze to objects
and regions of interest in the visual field. Sampling the envi-
ronment appropriately with gaze is the starting point of adaptive
visual-motor behavior (4, 5).
Studies have shown that saccadic eye movements are guided

by analysis of information in the visual periphery up to 80–100
ms before saccade execution (6–8). However, active vision typi-
cally requires humans not only also to analyze information in the
visual periphery to decide where to fixate next (peripheral se-
lection), but also to analyze the information at the current fix-
ation location (foveal analysis). Not much is known about how
foveal analysis and peripheral selection are coordinated and in-
teract. In this regard, we need to know (i) whether and to what
extent foveal analysis and peripheral selection are constrained by
a common bottleneck or limited capacity resource, and (ii) how
time within a fixation is allocated to these two tasks.
Capacity limitations are ubiquitous in human visual process-

ing. There is a long-standing debate on the extent to which visual

attention may be focused on different locations in the visual field
(9–11). If foveal analysis and peripheral selection both require
a spatial attentional “spotlight,” the coordination of these two
tasks will be constrained by the way in which this spotlight can be
configured. For example, the size of the spotlight may vary with
the processing difficulty of foveal information, as in tunnel vision
(12, 13). Similarly, in both reading (14) and scene-viewing (15),
a reduction in the perceptual span has been reported with higher
foveal load. A high foveal processing load can also prevent dis-
traction from irrelevant visual information in the periphery (16).
These findings suggest that there may be interactions between
foveal analysis and peripheral selection (17, 18), in that the gain
on peripheral information processing may vary according to the
foveal processing load.
A useful way to think of the coordination between foveal

analysis and peripheral selection is to picture the temporal
profile of information extraction over the course of a fixation
period. Fig. 1 shows some schematic profiles, or integration
windows, for foveal and peripheral information (shown in black
and gray respectively). Fig. 1 A–C chart the progression in the
extent to which the extraction of peripheral visual information is
contingent upon the completion of foveal analysis—from com-
pletely contingent (Fig. 1A, serial), through partly contingent
(Fig. 1B, cascaded), to completely parallel (Fig. 1C). This tem-
poral relation between foveal analysis and peripheral selection
is a core assumption of models of eye movement control in
reading (14, 19–21) and other visual-motor domains (22, 23).
Finally, Fig. 1D demonstrates a hypothetical tradeoff between an
increase in foveal load and a decreased peripheral gain. In this
example, the foveal integration window is extended to reflect the
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higherprocessing load.Thedurationof theperipheralwindowis also
extended, but by a smaller amount, and its amplitude is reduced.
Note that the accuracy of peripheral selection will be determined by
both the amplitude and the duration of the integration window.
A potentially powerful way to identify the coordination be-

tween foveal analysis and peripheral selection is then to estimate
these underlying integration windows directly, under conditions
of variable foveal processing load. Identifying these windows is
far from trivial; it involves determining what information is being
processed, from where, and at what point in time during an in-
dividual fixation. We have developed a dual-task noise classifica-
tion approach (24–26) that allows us to identify what information
is used by the observer for what “task” over the brief time scale of
a single fixation. Using this method, we show that the uptake of
information for foveal analysis and peripheral selection proceeds
independently and in parallel.

Results
Our experimental paradigm is illustrated in Fig. 2; it aims to
mimic the demands of active visual sampling. The observer has
to analyze information at multiple locations using foveal vision
(foveal analysis), use peripheral information to guide a saccade
(peripheral selection), and use the collected information to make
some overall perceptual decision about the state of the visual
world. Critically, foveal analysis and peripheral selection are
based on different visual dimensions (tilt and contrast, respec-
tively). We insert temporal noise in both visual dimensions and
relate this noise to the behavioral outcomes.
Eight human observers took part in a comparative tilt judg-

ment task. An initially fixated pattern, which we refer to as the

foveal target, was tilted away from vertical by a small amount
(1° or 2°) in either a clockwise or anticlockwise direction. Three
peripheral patterns were presented, one of which (peripheral
target) had a slightly higher luminance contrast than the other
two (nontargets). All three patterns were independently tilted
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Fig. 1. Hypothetical temporal weighting functions for foveal analysis and
peripheral selection. (A) Strict serial model: peripheral information is ana-
lyzed only once foveal processing is complete. (B) A weaker version of the
serial model in which peripheral information is processed once some crite-
rion amount of foveal analysis is complete. (C) Parallel model in which foveal
analysis and peripheral selection start together. In A–C, the time window for
peripheral selection is shorter than that for foveal analysis, reflecting the
primary importance of the latter. (D) Manipulation of foveal load. As foveal
processing difficulty is increased, more time is taken to analyze the foveal
information. The time window for peripheral selection extends as well, but
by a smaller amount. In addition, the gain of peripheral processing is lower,
resulting in attenuation of the amplitude of the weighting function.

Test sequence (2 frames/image)
...

Preview (random foreperiod)

Fixation

Target

Q1: Orientation at initial fixation? 
R1: Right

Q2: Target same or different orientation?
R2: Different

Fig. 2. Illustration of the paradigm. Trials start with a preview of variable
duration. The preview is replaced by a sequence of test images, with each
image shown for two video frames (∼24 ms per image), for a total duration
of ∼750 ms, or 32 images at an 85-Hz monitor refresh rate. The peripheral
target is signaled by its higher average luminance contrast (straight up in
this figure). The mean target and nontarget contrasts are equidistant from
the preview contrast. The fixation pattern remains at the preview contrast.
The contrast of all patterns is perturbed independently with zero-mean
Gaussian noise (σ = 0.15). The fixation pattern can be tilted clockwise or
anticlockwise from vertical (clockwise in this example). The target pattern
can be tilted in the same or a different direction (anticlockwise in this ex-
ample). The direction of tilt of the remaining patterns is determined ran-
domly and independently, so that their tilt conveys no information about
the likely target orientation (i.e., the orientations of the peripheral patterns
are uncorrelated). The orientation of all four patterns is also perturbed in-
dependently with zero-mean Gaussian noise (σ = 6°). The mean pattern tilt
was either 1° or 2° (as in this figure).
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either clockwise or anticlockwise. Observers had limited time to
compare the tilt of the foveal and peripheral targets. The tilt and
contrast of all four patterns was independently perturbed with
zero-mean Gaussian noise, refreshed every two video frames
(∼24 ms). The tilt offset was sufficiently small that this was
a foveal task—i.e., to perform the task observers had to (i) an-
alyze the tilt of the foveal target; (ii) select the peripheral target
from the nontargets on the basis of luminance contrast; (iii)
fixate the peripheral target and analyze its orientation; and (iv)
respond whether the foveal and peripheral targets were tilted in
the same or different direction. In addition, they also reported
the tilt direction of the foveal target.
Though this was a challenging task, the overall same/different

judgment was performed above chance by 7/8 observers (based
on the 95% binomial confidence intervals). Averaged across
observers, the overall accuracy was 60%. Accuracy of foveal
target tilt discrimination was well above chance for all observers,
with a mean of 77% correct. The peripheral target was correctly
fixated with the first saccade on 63% of the trials (note that
chance performance here corresponds to 33%; all observers
were above chance on this measure). Fig. S1 summarizes a
number of performance measures along with the individual
observer data.

Temporal Integration Windows for Foveal Analysis and Peripheral
Selection. To identify the foveal integration window, we focus
on the tilt discrimination of the foveal target. To identify the
peripheral integration window for saccade target selection, we
focus on which of the three peripheral patterns was selected for
the first saccade. The logic of the noise classification approach is
straightforward: If a noise sample at a particular point in time
was processed and used to drive behavior, it should be predictive
of behavior. By assessing to what extent the noise at various
points in time is predictive of behavior, we obtain an estimate of
the underlying temporal weighting function that observers use to
perform a particular task (27). We performed this analysis
aligned on the onset of the test sequence (display aligned) and
aligned on the onset of the first movement (saccade aligned).
We start with foveal analysis. Suppose that, for example, the

true direction of tilt of the foveal target on a given trial is +1°
(clockwise). Suppose the observer is particularly sensitive to the
first two samples presented after the onset of the test sequence
(corresponding to the first ∼50 ms of the sequence). Due to
random sampling, the orientations presented during this interval
are −3° and 0°. The mean orientation over this interval is neg-
ative, and the observer signals that the tilt of the foveal target
was anticlockwise. This response would be classed as an error in
our analysis. As a first step, then, we averaged the orientation
noise traces of the foveal target separately for correct and error
decisions to infer the temporal interval used by the observer to
make a decision. Before averaging, we subtracted the true mean
orientation from the sequence of tilt values, so that we were left
with the noise samples only, and 0° corresponds to the “true”
mean tilt. Noise samples that tilted the pattern further in its
nominal (mean) orientation were given a positive sign (e.g., more
clockwise for a clockwise pattern); samples that tilted the pattern
in the opposite direction from the nominal orientation were
given a negative sign. Trials with different levels of mean tilt (1°
or 2°) were pooled together in this analysis.
Fig. 3 A and B shows these classification images for a single

observer. Fig. 3 A and C shows the display-aligned traces for the
whole trial duration; Fig. 3 B and D shows the traces aligned to
saccade onset. Where the two curves differ, we have evidence
that the noise in the stimulus influenced the decision. During this
interval, noise samples that tilted the pattern away from its true
direction were more likely to induce an error, and noise samples
that tilted the pattern even further in the true direction were
more likely to induce a correct decision. The foveal nature of this

discrimination is readily apparent in these traces, particularly
when aligned on eye movement onset. Before movement onset,
the orientation noise clearly influenced the perceptual tilt judg-
ment, but after the movement, the noise had a much less pro-
nounced effect on the decisions. Aligned on display onset, the
traces converge rather gradually due to the variability in the
duration of the initial fixation.
Next consider peripheral selection. The analysis here is more

complex, because there were three patterns to choose from.
However, the logic is very similar. Consider an observer who uses
the information presented between 100–150 ms after onset of the
test sequence. If during this interval one of the nontargets hap-
pens to have a particularly high luminance contrast, the observer
may be more likely to select that pattern for the next fixation (7).
In other words, the sequence of contrast values in the periphery
should be predictive of the observed fixation behavior. For this
analysis, we only considered erroneous saccades directed to a
nontarget. Fig. S2 shows that little insight is gained from correct
saccade trials in the identification of the integration window for
peripheral selection.
Fig. 3 C and D shows the average noise traces from all three

peripheral locations preceding these saccades, for the same ob-
server. Of critical interest is the comparison between the ignored
target and the chosen nontarget. As expected, errors in periph-
eral selection occurred when the nontarget happened to be rel-
atively high in contrast and/or the target was relatively low in
contrast. Again, where the two curves differ, we have evidence
that noise in the stimulus influenced the decisions. Of course in
this instance, noise that occurred after saccade onset cannot, by
definition, influence saccade target selection.
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Fig. 3. Raw temporal classification images for foveal identification (orien-
tation noise) (A and B) and peripheral selection (C and D) for one observer.
Note that display onset refers to the start of the noisy test image sequence; it
is not the same as stimulus onset, due to the preview during which all pat-
terns were already present (Fig. 2). The three triangles in the display-aligned
panels (A and C) correspond to the 25th, 50th (median), and 75th percentiles
of the fixation duration distribution. The gray-shaded box in the saccade-
aligned plots (B and D) corresponds to the mean saccade duration for this
observer.
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To compare the temporal processing windows underlying fo-
veal analysis and peripheral selection more directly, we calcu-
lated the area under the receiver operating characteristic (ROC)
curve at each point in time, given two distributions of noise
samples: correct vs. error for foveal analysis; chosen nontarget vs.
ignored target for peripheral selection (the thick black and gray
lines in Fig. 3). This measure quantifies the separation between
two distributions as the probability with which a pair of noise
samples can be accurately assigned to the two stimulus or re-
sponse classes by comparison with a criterion value (28). When
two distributions lie completely on top of each other, this clas-
sification cannot be made above chance level. As the distributions
separate, classification becomes more accurate. This measure
allows for direct comparison between foveal analysis and periph-
eral selection on a meaningful scale (probability) that incorporates
the variability of the noise samples within each stimulus or re-
sponse class (not included in Fig. 3).
The area under the ROC curve may be computed nonpara-

metrically, so that we do not have to make any assumptions
about the distributions of noise values (29). Though the dis-
tributions that generated the external noise were Gaussian, there
is no guarantee that they will still be Gaussian once con-
ditionalized on stimulus or response class. For example, extreme
noise values drawn from the tails of the distribution are more
likely to generate errors in tilt discrimination than noise values
closer to the mean. Our analysis here is similar to that used in
single-cell neurophysiology to quantify the extent to which single
neurons can distinguish between two stimuli (where distributions
of firing rates are frequently nonnormal) (30–32).
Materials and Methods, ROC Analyses explains in detail how

the analysis was performed. In brief, we iterated a criterion from
a small value (where all noise values from both distributions lie
to the right of the criterion) to a large value (where all of the
noise values lie to the left of the criterion). For each criterion
value, we computed the proportion of noise values from the
error (foveal analysis) and ignored target (peripheral selection)
distributions that were greater than the criterion value. In addi-
tion, we computed the proportion of noise values from the correct
(foveal analysis) and chosen nontarget (peripheral selection) dis-
tributions that were greater than the criterion. Plotting one pro-
portion (correct or chosen nontarget) against the other (error or
ignored target) traces out the ROC curve. This curve was then
numerically integrated to find the classification accuracy.
Fig. 4 shows this accuracy measure as a function of time, av-

eraged across all eight observers. The temporal integration
window now corresponds to the region where the classification
accuracy is greater than chance. The uptake of information for
foveal analysis and peripheral selection occurred largely in par-
allel. In particular, foveal orientation and peripheral contrast
signals were monitored right from the onset of the test sequence;
classification accuracy for both foveal analysis and peripheral
selection is clearly above chance at the beginning of the test
sequence. Aligned on movement onset, foveal information was
processed right up to the onset of the first saccade and sup-
pressed during the saccade (indicated by the gray shaded box).
The uptake of peripheral information ceased some 60–80 ms
before the saccade, which is compatible with other estimates of
a so-called “saccadic dead time” (6–8, 33). This dead time cor-
responds to the period before movement onset during which new
visual information can no longer modify the upcoming move-
ment. It is the “point of no return” in saccade programming. Our
data clearly show that foveal processing continued during this
dead time. A final feature is that the function for foveal analysis
recovers from saccadic suppression and is raised above the
baseline almost straight away after movement offset. In other
words, observers continued to process some orientation in-
formation from the previously fixated location, even though this
location was now in the periphery.

On the whole, classification accuracy is lower for peripheral
selection than for foveal analysis. This finding implies that the
peripheral contrast noise was less predictive of the upcoming
saccadic decision, compared with the predictive value of the
foveal orientation noise for tilt discrimination. Observers may
simply be less sensitive to the peripheral contrast information
(34). Reduced contrast sensitivity in the periphery will diminish
the influence of the external noise on behavior and thereby re-
duce its predictive value. Alternatively, it is possible that differ-
ent amounts of internal noise are added by the sensory apparatus
to the foveal orientation and peripheral contrast signals (35, 36).
Internal noise dilutes the influence of external noise and thereby
reduces its predictive value. We cannot say whether any such
differences in internal noise depend on the location in the visual
field (foveal vs. periphery) or on the specific feature dimensions
involved (contrast vs. orientation).

Interaction Between Foveal Analysis and Peripheral Selection. Hav-
ing demonstrated the temporal uptake of information for foveal
analysis and peripheral selection, we are now in a position to
address the interaction between the two tasks. Foveal tilt dis-
crimination difficulty was varied at two levels, determined by the
mean offset from vertical. We refer to these conditions as high
load (1°) and low load (2°). As illustrated in Fig. 1 C and D, we
may expect this variation in load to influence the uptake of
information from the fovea and the periphery. Such changes in
the uptake of information may be identified using our noise
classification approach. In particular, we might expect changes
in the width and/or amplitude of the temporal integration win-
dows for foveal analysis and peripheral selection, with variations
in foveal load.
First we consider the behavioral results under the two levels of

foveal processing difficulty. Table 1 summarizes the relevant
behavioral performance measures. When foveal load was low,
accuracy improved by ∼20%. There was a very small effect on
the duration of the first fixation, with observers moving away
from the foveal target slightly earlier when the processing load
was low (statistically the effect is negligible) (37). The accuracy
of peripheral selection was completely unaffected by the diffi-
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Fig. 4. Noise classification accuracy for foveal identification and peripheral
selection, averaged across eight observers. In the saccade-aligned panel
(Right), the average movement duration is shown by the vertical shaded box.
The shaded region around the functions corresponds to the 95% confidence
interval across the subject pool. Note that in the saccade-aligned plot, fewer
trials contribute to the extreme time points (i.e., long before movement
onset and long after movement offset). To align the noise samples on
movement onset, we assigned the sample during which the movement
started to time 0. This relatively crude alignment means that the “true”
onset of the saccade relative to the start of the noise sample is accurate
within the duration of an individual noise frame (i.e., ∼24 ms). Given the
large amount of data collected for each observer, the average starting point
of the movement will lie near the midpoint of the noise frame.
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culty of foveal processing. In summary, making foveal process-
ing easier did clearly benefit tilt identification, but did not affect
eye movement behavior: both fixation duration and target se-
lection accuracy were essentially constant with the variation in
foveal load.
Next, we examined the underlying temporal integration win-

dows by performing the noise classification analysis separately
for the two levels of processing load. Fig. 5 shows the classifi-
cation accuracy for each level of foveal load. These curves largely
overlap (and fall in each other’s confidence interval), and
there is no evidence for systematic and reliable differences.
These data suggest that observers did not adjust their uptake
of information in response to variations in the quality of foveal
evidence. The lighter foveal-processing load did not affect the
amplitude, shape, or width of the temporal processing win-
dows for foveal analysis and peripheral selection. Fig. S3
shows that this result held regardless of whether the foveal
load was varied randomly between trials or systematically
between blocks.
These results suggest a degree of independence between fo-

veal analysis and peripheral selection. To test independence
between these processes more thoroughly, we performed (part
of) a classic dual-task analysis. That is, we examined to what
extent performance on one task (foveal analysis in this case)
suffered from the addition of another (peripheral selection). The
logic goes as follows. If both tasks share a bottleneck or limited
capacity resource, having to perform the peripheral selection
task concurrently with foveal analysis may be expected to impair
the latter. If the two tasks proceed independently, foveal analysis
of tilt would be just as accurate with or without the peripheral
selection demand. In that case, performance on the foveal
analysis task in isolation should allow us to predict perceptual
discrimination performance in the main, comparative task.
One issue to consider in this regard is time. We have shown

that the uptake of information from the fovea occurred through-
out the entire fixation duration. Given the dynamic nature of the
external noise, the accuracy of foveal tilt discrimination will de-
pend on the duration of the fixation/integration epoch. For any
one individual observer, we therefore need to be able to predict
the accuracy of foveal discrimination at a time scale that is rele-
vant to that observer. For this reason we measured foveal orien-
tation discrimination accuracy as a function of time in a separate
experiment (Materials and Methods, Single Pattern Tilt Judgments).
Fig. 6A shows accuracy for the two levels of foveal processing

difficulty, averaged across observers. Performance clearly improves
with presentation time, up to a plateau. Overall accuracy was
higher for the lower foveal load, and the two curves appear to be
separated by approximately a constant. We constructed these
functions for each individual observer. We then plugged the ob-
served mean first fixation duration from the main experiment into
the function corresponding to a particular observer and foveal
load. We simply found the predicted probability correct for a given
fixation duration through linear interpolation between two data
points. Fig. 6B shows the correspondence between predicted tilt
accuracy based on single-task performance and tilt discrimination
in the main task with a concurrent peripheral selection demand.

The addition of a peripheral selection demand, if relying on
a common bottleneck or limited capacity resource, should have
lowered tilt discrimination in the main task. As a result, we
would have expected the data points to lie below the diagonal;
clearly, that is not the pattern we found. Instead, the data points
scatter around the identity line, with no obvious systematic off-
set. Averaged across the two levels of foveal difficulty (to ensure
independence between observation pairs), the correlation is
r(8) = 0.7, P = 0.03 (one-tailed). A Bayesian t test on the dif-
ference between the averaged observed and predicted scores
(38), resulted in a Bayes factor of 0.54 (effectively no evidence
against the null) (37). Taken together, then, the behavioral
performance data, temporal integration windows, and the dual-
task analysis all strongly support the conclusion that peripheral
selection was performed at no cost to the analysis of the cur-
rently fixated item.

Discussion
The visual environment is explored by discretely sampling it
through active gaze shifts. During a period of stable fixation, the
information at the current point of gaze is analyzed in fine detail
using foveal vision. At the same time, decisions about where to

Table 1. The effect of foveal processing load on behavior (averaged across eight observers)

Performance measure High load: 1° Low load: 2° Ci-* Ci+ Bf10
†

Foveal target tilt 0.70 0.85 −0.16 −0.14 2.24 × 105

First fixation duration 421 414 −1 14 1.49
Saccade target accuracy 0.63 0.62 −3 × 10−3 0.02 1.07

*95% Confidence intervals on the difference between low and high load.
†Bayes factor in favour of the “alternative” hypothesis that there is a difference between the two load con-
ditions with a JZS prior on effect size (with scale factor r = 0.5).
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fixate next need to be made. We have developed a dual-task
noise classification methodology that enabled us to identify what
information was processed, from which spatial location, and at
what point in time during an individual fixation. Using this
methodology, we found that foveal analysis and peripheral se-
lection largely proceed in parallel and independently from each
other. Foveal analysis spans essentially the entire fixation dura-
tion and continues all of the way up to movement onset. The
extraction of information from the periphery for saccade target
selection stops sometime earlier. During this dead time, in-
formation continues to be processed from the fovea. Variation in
the difficulty of foveal processing did not affect the uptake of
information from the fovea or the periphery. In the following
sections, we examine these claims about parallelism and in-
dependence in more detail.

Foveal Analysis and Peripheral Selection Occur in Parallel. One in-
terpretation of our results is that at least for some period, at-
tention is split between multiple locations: attention is needed to
extract orientation information from the central pattern, and
contrast information from the peripheral patterns (10). The
noise classification analysis suggests the extraction of this in-
formation proceeds in parallel. However, it could be argued that
our methodology is not able to distinguish between parallel
processing and rapid random serial shifting of attention (9, 39,
40). The temporal integration windows are estimated over many
trials. On any one given trial, attention could rapidly shift be-
tween the four patterns in the display. Given some variability in
the order and speed with which individual items are attended, it
is likely that each location will have been sampled at a particular
point in time in some trials. Taken across many trials, it would
then appear that information was extracted from the fovea and
periphery at the same point in time.
The strongest evidence against rapid serial shifting comes

from our dual-task analysis. In the single-pattern tilt judgments
there were no peripheral patterns to shift attention to; as such,
attention would, presumably, have remained on the foveal target
at all times. In the dual-task condition, however, attention would
have moved between the foveal target and all three peripheral
items. For the same fixation duration, the proportion of time for
which the foveal target was attended should be drastically re-
duced in the dual-task condition. As such, tilt discrimination

should have been superior in the single-task condition. On the
contrary, the analysis shown in Fig. 6 shows that foveal target tilt
discrimination was essentially the same in both single- and dual-
task conditions. Based on these considerations, the most parsi-
monious explanation of the temporal integration windows identi-
fied in the present study is that foveal analysis and peripheral
selection started together and proceeded in parallel.
However, evidence against a rapidly shifting attentional focus

does not necessarily provide evidence that attention was divided.
Attention is typically thought of as a unitary mechanism: all vi-
sual features that fall within the spotlight are enhanced. Indeed,
one of the proposed primary functions of attention is to bind
different features to the same object in the focus of attention
(40). Some aspects of our data (SI Text, Peripheral Processing Is
Nonunitary and Fig. S4) argue directly against such a unitary
mechanism. Limited processing of tilt at the future fixation po-
sition occurs once peripheral information about contrast has
been processed and the saccade target has been (or is being)
selected. If attention had already “visited” peripheral locations
for the purpose of deciding which pattern had the higher con-
trast, why would information about orientation processed along
the way not contribute to subsequent judgments of peripheral
target tilt?
Indeed, we see no need to invoke an attentional spotlight to

account for the highly selective uptake of foveal and peripheral
information. To perform the task, observers may adaptively
choose which upstream sensory channels to monitor. For in-
stance, for foveal tilt discrimination, observers might monitor
central visual mechanisms with off-vertical orientation prefer-
ences. Tilt judgments may involve accumulation of a decision
variable that tracks the difference in the neural response of
neurons with clockwise and anticlockwise orientation prefer-
ences (41, 42). The sign of this integrated difference variable may
then be used to make the tilt judgment (43–45). For peripheral
selection, observers could monitor peripheral mechanisms tuned
to vertical orientations that scale their response with pattern
contrast. The eye movement decision may be based on integrating
and comparing mechanisms that represent different locations in
the visual field, with the saccade target being the location that
triggered the maximum integrated response (46, 47).

Foveal Analysis and Peripheral Selection Occur Independently. The
absence of a dual-task cost in conditions with variable foveal load
is striking, given previous demonstrations of tunnel vision and
altered peripheral processing with changes in foveal load (12–14,
16). These previous findings are consistent with a reduction in
peripheral gain under conditions of high foveal load. Why did we
see no evidence at all for such a gain change?
One possible reason is that the task-relevant visual features

were rather basic and, perhaps more importantly, different for
foveal analysis and peripheral selection. Concurrent, unspeeded
visual discrimination tasks in the fovea and periphery are per-
formed without interference when the two tasks involve different
feature dimensions (e.g., color and luminance) (48), or when the
peripheral task involves discrimination between well-learned,
biologically relevant categories (e.g., animal vs. nonanimal dis-
crimination) (49). Dual-task costs are observed when the dis-
crimination in the fovea and periphery involves the same
dimension or less well-practiced feature combinations (e.g., “T”
vs. “+” discrimination) (49). It is possible then that peripheral
information can be analyzed at no cost to foveal processing when
sufficiently specialized detectors are involved so that no or little
binding across feature channels is needed.
The limitations of peripheral visual processing, in conjunction

with the clutter of natural visual scenes, are such that eye guid-
ance by complex combinations of features may not always be
possible (50–53). Indeed, the primary reason to fixate a region in
the visual field is to extract more complex and detailed in-
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Fig. 6. Comparison of foveal tilt discrimination under single- and dual-task
conditions. (A) Single-task performance. Observers viewed a single pattern
at fixation, which fluctuated in orientation and contrast in exactly the same
way as the foveal target in the main experiment. After a variable interval,
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saccade to a Gaussian noise-patch. Accuracy is averaged across observers; the
error bars are within-subject SEMs. (B) Dual-task tilt performance (i.e., with
a concurrent peripheral selection demand) as a function of single-task per-
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formation from that location with the high-resolution fovea. For
example, in reading, low spatial frequency information about
word boundaries is used to select the target for the next saccade
(54). However, low spatial frequency information about the
coarse outline of words is effectively useless when it comes to
identifying those words, which relies on high spatial frequency
shape information and combining elementary features (55). The
analysis of this information requires the fovea.
Another possible reason for the independence observed in the

present study is that foveal analysis and peripheral selection must
be one of the most extensively practiced dual tasks that humans
(and other foveated animals) are confronted with. We shift gaze
about three times every second during our waking hours (56),
although not all of these shifts are visually guided. Maintaining
vigilance and awareness of the peripheral visual field is clearly
important for our survival [e.g., navigation and locomotion (57);
detecting predators or other kinds of potential hazards (58)].
Combining foveal object identification with some basic periph-
eral feature processing to enable rapid orienting responses may
just be a particular dual task that the brain has adapted—over
the course of evolution or within an individual’s lifetime—to
perform without interference (59).

Conclusions
Much of the neural and behavioral work on attention and eye
movement control has little to say about the foveal component of
active gaze behavior. Most studies and models are concerned
with the system’s response to peripheral visual information,
typically with minimal foveal-processing demands. The majority
of models of visual search and scene perception focus exclusively
on the selection of fixation locations (60–63; and see ref. 50 for
a review). Some models of search are based on template-
matching and assume that a target template is applied across the
visual field independently and in parallel (61, 63), but to our
knowledge this assumption has not yet been tested experimen-
tally. In terms of the underlying neurophysiology, many studies
have charted the competition between neurons representing
potential peripheral target locations, again in the absence of any
foveal processing demand (64). The lack of consideration to the
foveal processing demands is striking, given that the primary
reason to shift gaze to a certain location is to extract the in-
formation at that location with greater resolution. Any model of
eye movement control needs to solve the same problem, re-
gardless of the domain of application: How are foveal analysis
and peripheral selection coordinated? Our study provides a de-
fault starting position on the issue. Foveal analysis and periph-
eral selection occur in parallel and independently.

Materials and Methods
Observers. One group of four observers experienced the two different levels
of foveal processing load randomly intermixed. Another group of four
observers experienced the two load conditions in a blocked manner. We
found that this variation in presentation mode did not affect behavior (Fig.
S3), which is why we present the data from all eight observers together. Five
observers were female; the age range across all observers was 21–33. All
subjects had normal or corrected vision. Observers were paid for their help
at a rate of £7.5/h. The study was approved by the local Faculty Ethics
Committee and complied with the principles of the Declaration of Helsinki.
Observers provided written informed consent prior to participation and at
the end of the study after having been debriefed. Each observer was given
one initial session on the comparative task as practice. The study then
started with one initial session in which time vs. accuracy curves were
measured for the two levels of foveal load (without a peripheral selection
demand), followed by 15 sessions of the comparative task, and one final
time vs. accuracy measurement. In total, each subject completed 18 ∼1-h
sessions on different days. In the comparative tilt judgment task, observers
performed four blocks of 96 trials in a session, for a total of 5,760 trials.

Stimuli and Equipment. Stimuli were generated using custom-written soft-
ware in MatLab (MathWorks, Inc.) using Psychtoolbox 3.08 (65–67) and

presented on a ViewSonic G225f 21-inch CRT monitor, running at 85 Hz with
a spatial resolution of 1,024 × 768. To create fine steps in luminance con-
trast, the graphic card output was enhanced to 14 bits using a bits++ digital
video processor (Cambridge Research Systems, Ltd.). The range between the
minimum and maximum luminance (determined by the maximum contrast
pattern, i.e., the target contrast plus twice the SD of the contrast noise
distribution) was sampled in 255 steps using a linearized look-up table. One
additional gray level was used for the fixation point and calibration targets.
The screen was set to midgray (47 cd·m−2).

Eye movements were recorded at 1,000 Hz using the EyeLink 2k system (SR
Research Ltd.). Saccades were analyzed offline using velocity and acceleration
criteria of 30°·s−1 and 8,000°·s−2. The eye tracker was calibrated using a grid
of nine points at the start of each block of trials. The calibration target was
a plus sign (+), with each leg measuring 0.6° × 0.1°. Each trial started with
presentation of a central fixation point (identical to the calibration target).
The stimuli were presented automatically as soon as the observer’s fixation
remained within 1.5° of the center for 500 ms.

Comparative Tilt Judgment Task. Displays consisted of four Gabor patterns,
with a spatial frequency of two cycles per degree. The circular SD of the
Gaussian envelope was 0.5°. The patterns were in sine phase. One pattern
replaced the initial fixation point in the center of the screen. The three
remaining patterns fell on an imaginary circle around fixation, at an ec-
centricity of 8°. The patterns were always at 90° angles, but could appear in
one of four configurations: top (Fig. 2), left, bottom, and right. The varia-
tion in the configuration is included to discourage observers from de-
veloping stimulus-independent saccade biases (e.g., always saccade straight
up). All four pattern configurations appeared equally often within a block
of 96 trials.

During the preview, all patterns were stationary in both contrast and
(vertical) orientation. The Michelson contrast of the underlying sinusoid,
Lmax − Lmin
LmaxþLmin

, was set to 0.4. The preview duration was approximately distributed
according to a shifted and truncated exponential (minimum: 235 ms; mean:
490 ms; max: 1 s). The preview was followed by a ∼750-ms test period. The
mean contrast of the foveal target remained at 0.4. The mean peripheral
target contrast was 0.475, and that of the peripheral nontargets was 0.325.
These contrast values were perturbed with Gaussian noise with a SD of 0.15.
On half the trials the tilt offset of the foveal target was clockwise; on the
other half the offset was anticlockwise. On half the trials the tilt offset of the
peripheral target was the same, and on the other half the offset was dif-
ferent to that of the foveal target. The offsets of the two peripheral non-
target patterns were chosen randomly and independently from trial to trial.
The orientation of all four patterns was perturbed with Gaussian noise with
a SD of 6°. The noise perturbations in both contrast and orientation were
applied independently to all four patterns every two video frames. A single
noise sample or frame lasted ∼24 ms.

Observers were simply told about the perceptual judgments they had to
make. We did not give any specific eye movement instructions. The con-
straints of the task were such that observers had to move their eyes to the
peripheral target to identify its orientation and compare it to the initially
viewed foveal target. The duration of the test period was sufficiently short
that observers had to be selective in where to direct their first eyemovement;
there was not enough time to inspect each pattern in the display with foveal
vision and estimate its tilt direction accurately (Fig. 6A).

Single Pattern Tilt Judgments. Observers performed two separate sessions in
which they judged the tilt of a single pattern. In this task, observers were
presented with a vertically oriented, stationary Gabor at fixation with a lu-
minance contrast of 0.4. The peripheral patterns were not shown. After the
random foreperiod, the fixation point was removed and the pattern was
tilted away from vertical by 1° or 2° (randomly intermixed or blocked in the
two different subject groups). As in the main experiment, the patterns were
perturbed with temporal orientation and contrast noise. After a variable
delay (4, 8, 16, 32, and 64 frames, corresponding to ∼47, 94, 188, 376, and
753 ms), a peripheral pattern appeared straight up from the fixated pattern
(i.e., in the 90° location in Fig. 2). This peripheral pattern was a Gaussian-
windowed, high-contrast patch of noise, created by adding zero-mean
Gaussian luminance noise to the background luminance (as a proportion of
the maximum screen luminance, the mean luminance of the noise patch was
0.5 and the SD was 0.16). The circular SD of the window function was the
same as that used for the Gabor patches. At the same time, the fixated
pattern disappeared, which signaled to the observer to make a vertical
upward saccade to fixate the noise patch.

The requirement to make a saccade was included to keep the motor
demands as close as possible to the main comparative tilt judgment task,
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without invoking a peripheral selection demand. The noise patch also served
as a postsaccadic foveal mask that was broadband in orientation and spatial
frequency. Upon successful completion of the saccade, the observer indicated
the orientation of the fixated pattern with an unspeeded manual button
press. Note that the saccade target always appeared in the same location, and
that the “go” signal was the offset of the fixation stimulus. As such, this task
required no or minimal peripheral processing. In each session, observers
performed five blocks of 100 trials (10 repetitions of each presentation time
for the two levels of foveal processing load).

Data Analysis. Eye movement data. We were predominantly interested in the
first saccade that brought the eyes from the foveal target to one of the three
peripheral items.We only included trials in which that saccade was generated
after the onset of the test sequence and started within 2° of the foveal target.
Provided the saccade had a minimum amplitude of 4°, it was assigned to the
nearest peripheral pattern. After filtering the data set in this way, the total
number of included trials ranged between 5,299 and 5,760 across observers.
Classification images.

Foveal analysis. Trials were separated by accuracy of the tilt judgment of the
foveal target. For each trial, we subtracted the “true”mean orientation from
each vector of M tilt samples (M = 32). The resulting noise values were given
a sign so that positive values indicated samples tilted in the direction of the
nominal (true) tilt, and negative values represented samples tilted away
from the nominal direction. We then simply averaged the noise samples
across the trials in each response class. Trials from the two foveal load
conditions were pooled together in this analysis. A standard classification
image would correspond to the difference between the correct and error
traces in Fig. 3 (26). Instead, we performed an ROC analysis over time so that
the difference takes the variability around the average noise traces into
account and yields a result in meaningful units that can be compared directly
across tasks (see below).

To align the data on movement onset, we found the noise sample during
which the movement was initiated. To find this sample, we simply divide the
fixation duration (millisecond resolution) by the duration of a single noise
frame and round the result up to the nearest integer sample. The vector ofM
noise values is then “copied” into a larger vector of 2M − 1, with time 0
(movement onset) assigned to element m = M in this expanded represen-
tation. Empty cells (long before movement onset and long after movement
onset) were set to “Not-a-Number” in MatLab and were not included in the
calculation of the average noise traces and ROCs.

Peripheral selection. Only trials with an inaccurate first saccade directed to
a nontarget were included in this analysis. For each of these trials we have
three vectors of M contrast samples, corresponding to the ignored periph-
eral target, the chosen nontarget, and the ignored nontarget. We sub-

tracted the relevant mean contrast from each of these three vectors before
averaging across trials. The alignment on movement onset occurred in ex-
actly the same way as in the analysis of the orientation noise.
ROC analyses. The first steps of this analysis are identical to those in the
classification image analyses described above, before the final averaging
step. For the uptake of peripheral contrast informationwe did not include the
“ignored nontarget” noise values. As illustrated in Fig. 3, these traces hov-
ered around zero and did not appear to contribute to selection of the next
fixation point. A convenient way to represent the data at this stage is as two
matrices. For instance, for display-aligned foveal analysis, we have one N1 × M
matrix for error trials and one N2 × M matrix for correct trials. We refer to
these matrices as X1 and X2 respectively. In the case of peripheral selection,
the matrices would contain the contrast noise values for the ignored target
and chosen nontarget, respectively. Note that the typical values for N1 and
N2 were well into the hundreds (and frequently well in the thousands).

Consider each time sample j in turn, where j = 1, . . ., M in the display
aligned analyses and j = 1, . . ., 2M − 1 in the saccade aligned analyses. There
are two vectors of noise values: g1 ¼ X:j

1 and g2 ¼ X:j
2, where the dots in the

superscript indicate that we take the values from all rows in the matrix. Only
the real valued samples from X are taken in the construction of g. A non-
parametric ROC curve is created by evaluating the proportion of noise
samples that are greater than a criterion value (28, 29, 68). The criterion
value is changed from some small value (where both distributions fall to the
right of the criterion) to some relatively large value (where both dis-
tributions fall to the left of the criterion). The extreme values of the criterion
fix the start and endpoints of the ROC curve at (1, 1) and (0, 0).

In between these extreme values, the curve is evaluated at a further 20
criterion values, linearly spaced between the minimum and maximum values
across the two distributions. For each criterion value, we evaluated the
proportion of noise values in vectors g1 and g2 that were greater than
the criterion. The corresponding point on the ROC curve is (p1k, p2k), for k =
1, . . ., 22. The area under the ROC curve was then computed by simple nu-
merical integration. Though this nonparametric, numerical procedure is
relatively brute-force, we have verified that these area estimates were stable
and no longer dependent on the number of criterion values chosen. Note
that in standard signal-detection theoretic terms, we treat distribution g2

(correct orientation noise samples, chosen nontarget contrast samples) as
the “signal” and distribution g1 (error orientation noise samples, ignored
target samples) as “noise.”
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