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When structures that interconvert on a given time scale are
lumped together, the corresponding free-energy surface becomes
a function of the observation time. This view is equivalent to
grouping structures that are connected by free-energy barriers
below a certain threshold. We illustrate this time dependence
for some benchmark systems, namely atomic clusters and alanine
dipeptide, highlighting the connections to broken ergodicity, local
equilibrium, and “feasible” symmetry operations of the molecular
Hamiltonian.

Free-energy surfaces or landscapes play a key role in the
analysis of structure, dynamics, and thermodynamics in mo-

lecular science. In the present contribution we explain how
comparison of theory and simulation with experiment should
account for the time scale of observation, using atomic clusters
and alanine dipeptide for illustration. First we explain the con-
nection between the time scale and the free-energy barriers that
separate different states. This connection is related to lumping
schemes that group together local minima if they are connected
by barriers below a certain threshold (1–4). To make this con-
nection we use the Eyring–Polanyi formulation of the rate con-
stant as

k=
kBT
h

e−ΔG
†=kBT ; [1]

where kB is the Boltzmann constant, h is Planck’s constant, T is
the temperature, and ΔG† is the activation free energy (5–7).
Assuming first-order kinetics, the decay of an initial reactant
concentration cðtÞ as a function of time t is

cðtÞ= cð0Þe−tk = cð0Þe−t=τ; [2]

where τ is the average lifetime. Hence

ln τ=
ΔG†

kBT
+ ln

h
kBT

[3]

relates the free-energy barrier to the average lifetime, which we
will associate with the observation time scale. If we lump together
states connected by barriers less than a given threshold ΔG†

reg,
as in the recursive regrouping scheme (1–4), then the number of
free-energy minima and transition states will change when ΔG†

reg
passes through values corresponding to barrier heights on the
landscape in question. In the canonical ensemble the occupation
probability and free energy of a group of minima J are

peqJ ðTÞ=
X
j∈ J

peqj ðTÞ  and  GJðTÞ= − kBT ln
X
j∈ J

ZjðTÞ;

where ZjðTÞ is the partition function for potential energy mini-
mum j. The total rate constant for direct isomerization of min-
imum j to minimum l, klj, is obtained by summing over all of the
transition states that directly connect the two minima, and the free
energy of the transition states connecting groups J and L is then

G†
LJðTÞ= − kBT ln

X
ðljÞ†

Z†
ljðTÞ;     l∈L;  j∈ J; [4]

with

 k†LJðTÞ=
P
ðljÞ†

peqj ðTÞ
peqJ ðTÞk

†
ljðTÞ=

kBT
h

exp

"
−
ðG†

LJðTÞ−GJðTÞÞ
kBT

#
: [5]

Here a transition state is defined as a stationary point with a
single negative Hessian eigenvalue (8).
The importance of the experimental observation time scale

has certainly been recognized before, in the context of local
equilibration and hierarchical relaxation (9–12), broken ergo-
dicity (13), and for single-molecule experiments (14–17). How-
ever, the connection between these applications for spin models,
structural glass-formers, and proteins, to feasible operations of the
Hamiltonian, introduced to analyze the spectra of nonrigid mol-
ecules (18), is perhaps less well appreciated. In the present con-
tribution we connect these diverse topics using an explicit lumping
scheme based on time scale or free-energy thresholds, with visu-
alization using disconnectivity graphs (19, 20).
The quantum-mechanical molecular Hamiltonian is invariant to

2∏βNβ! operations of the complete nuclear permutation–inversion
group, consisting of any combination of permutations of atoms
of the same element, i.e., N1! for element 1, N2! for element 2,
etc. (18, 21). The factor of 2 corresponds to inversion of all
nuclear and electronic coordinates through the center of mass.
The classification of molecular energy levels can be simplified
by considering a subgroup whose elements are the feasible per-
mutation–inversion operations (18). The feasible operations
correspond to pathways in nuclear configuration space that are
insurmountable on the given experimental time scale. These
considerations are clearly the same principles that we must ac-
count for when analyzing broken ergodicity for glassy landscapes
(22), where partition functions can be written explicitly as
a function of the observation time scale (23), or for symmetry
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breaking by an applied field (24). The examples discussed below
provide clear illustrations of how these ideas are connected.
Disconnectivity graphs (19, 20) based on free energy (1, 25)

provide a powerful tool for visualizing the effect of a changing
observation time scale, and are related to the earlier “energy lid”
representation (9). The “filling in” problems that arise for free-
energy surfaces projected onto order parameters (26–29) are
avoided by the regrouping scheme used in the present work and
the mincut procedure of Krivov and Karplus (27–29). In the
mincut procedure a single effective free-energy barrier between
states is constructed that accounts for all direct and indirect paths.
The present regrouping scheme employs free-energy barriers
designed to reproduce the rates associated with the slowest
transitions of interest for a transformed kinetic transition net-
work. Indirect connections between states are explicitly included
in this network if they correspond to time scales beyond the
chosen regrouping threshold. All these paths are accounted for
when the overall rates are calculated from the resulting master
equation formulation. The observables, namely the phenomeno-
logical rate constants, are obtained from the appropriate effective
free-energy barriers in each approach. All of the results presented
below correspond to kinetic transition networks constructed using
geometry optimization techniques, and expanded using discrete
path sampling (30, 31) approaches, as detailed elsewhere (32, 33).

Results for Atomic Clusters
Atomic clusters have proved to be valuable benchmark systems for
developing and applying a wide variety of theory and methodology
(34–36). To address the full space of permutation–inversion iso-
mers we need to consider relatively small systems and a simple
interatomic potential. The Lennard-Jones potential (37) is ideal
for this purpose, because it provides a useful model of rare gas
clusters, and leads to interesting emergent properties, such as
chaotic dynamics (38, 39), for relatively small systems. The energy is

V = 4e
X
i<j

"�
σ

rij

�12
−
�
σ

rij

�6#
; [6]

where e and 21=6σ are the pair equilibrium well depth and sep-
aration, respectively. We will use reduced units with m= e= σ = 1
throughout, where m is the atomic mass. The reduced units for
kBT and time are then e and

ffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2m=e

p
, respectively. A cluster

containing N atoms will be denoted LJN.

Landscapes for LJ6. This cluster has two structures corresponding
to local minima, namely the octahedron with point group Oh,
and a capped trigonal bipyramid (CTB) with point group C2v.
The corresponding energies are −12:7121 and −12:3029. There
are two distinct transition state structures: a C2v transition state
with potential energy −12:0790 links CTB and octahedral min-
ima, whereas a Cs transition state with V = − 11:6303 connects
permutational isomers of CTB.
The number of nonsuperimposable permutation–inversion

isomers of a minimum with point group order o is 2N!=o (36, 40).
To prove this result we note that the N! arrangements of dis-
tinguishable particles over N sites in a chiral framework with
point group symmetry order o can be partitioned into o sets,
whose members are related by overall rotations. There are
therefore N!=o versions (41) that cannot be interconverted by a
barrierless overall rotation, and an equal number for the mirror
image framework, giving 2N!=o distinct permutation–inversion
isomers (42). For an achiral framework with point group order o
there are o=2 proper operations, and the N! arrangements of
particles over sites divide into N!=ðo=2Þ sets, again giving 2N!=o
nonsuperimposable permutation–inversion isomers (42). For LJ6
we therefore obtain a database containing 360 versions of the C2v
minimum and the C2v transition state, 30 versions of the octahe-
dral global minimum, and 720 versions of the Cs transition state.
The potential energy disconnectivity graph for LJ6 with dis-

tinguished permutation–inversion isomers is shown in Fig. 1A.

There are 30 subfunnels, each containing 1 version of the octa-
hedron and 12 versions of the CTBP. If we consider the effect of
an increasing free-energy regrouping threshold ΔG†

reg at a fixed
temperature of 0.1, the number of free-energy minima decreases to
30 at ΔG†

reg = 0:4, corresponding to τ= 546 reduced units. Each of
the 30 free-energy minima for ΔG†

reg = 0:4 corresponds to 1 version
of the octahedron and 12 versions of the CTBP. Here and below,
the free energies correspond to estimates obtained from the har-
monic vibrational densities of states, where the partition function
for permutation–inversion isomer j with potential energy Vj is

ZjðTÞ= e−Vj=kBT�
βhνj

�κ ; [7]

with β= 1=kBT, νj the geometric mean vibrational frequency, and
κ the number of vibrational degrees of freedom. The correspond-
ing estimate from transition state theory (43–45) for the rate
constant from j to l is

k†ljðTÞ=
νκ
j

νκ−1
lj

e−
�
V †

lj−Vj

��
kBT ; [8]

where νlj omits the unique mode with the imaginary frequency
for the transition state, which has potential energy V †

lj . With
these approximations the regrouping threshold at which poten-
tial energy minima j and l are lumped together can be obtained
analytically as a function of temperature as

V †
lj −Vj − kBT ln

νκ
j

νκ−1
lj

h
kBT

: [9]

This threshold exhibits a local minimum at temperature
νκ
j h=eν

κ−1
lj kB, whereas the corresponding τ value for the average

lifetime is monotonically decreasing, as illustrated in Fig. 2 for the
initial lumping in LJ6 corresponding to Fig. 1B. The lumping pro-
duces a significantly simpler graph, where each free-energy min-
imum now corresponds to a set of potential energy minima.
A detailed analysis of the thermodynamic observables will be
presented elsewhere.
For a monoatomic cluster the permutation–inversion de-

generacies are exact. In the absence of quantum tunneling, if the
higher barrier corresponding to the longest time scale in the
system does not represent a feasible operation, then it makes no
difference to the calculated thermodynamic properties if we
lump together all of the inaccessible permutation–inversion
isomers, or use a single subfunnel. All of the time scales calcu-
lated corresponding to processes within a subfunnel, i.e., the
rearrangements that are observable for the experiment in ques-
tion, are also conserved, because the extra degeneracy factors
cancel exactly. However, interesting cases will arise if tunneling
can occur, and in the contrasting limit of large colloids, where all
of the particles are actually slightly different. New experiments in
this field have recently revealed exciting possibilities for such
mesoscale clusters, where particles of polystyrene microspheres
behave as “pseudoatoms” (46, 47). Direct structural information
has been obtained via optical microscopy, and the effect of
symmetry on the thermodynamic properties has been verified
experimentally and analyzed theoretically (42, 48–50).

Landscapes for LJ7. This cluster has four structures corre-
sponding to local minima with point groups D5hð−16:5054Þ,
C3vð−15:9350Þ, C3vð−15:5932Þ, and C2ð−15:5331Þ (51, 52). The
number of distinct permutation–inversion isomers for each struc-
ture is 504, 1,680, 1,680 and 5,040, respectively. There are 12
transition states in this system (53, 54), which together produce
a database of 71,400 permutation–inversion isomers.
The total number of potential energy minima when permu-

tation–inversion isomers are distinguished is 8,904, which is too
many to represent conveniently in a disconnectivity graph. In-
stead we illustrate the graph for the four structures when all
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permutation–inversion isomers are lumped together in Fig. 3A
For a fixed temperature of 0.1 the number of free-energy minima
decreases to 6,384 around ΔG†

reg = 0:15, then to 3,026 groups
around ΔG†

reg = 0:375, 505 groups for ΔG†
reg = 0:395, and a sin-

gle minimum appears for ΔG†
reg = 0:7. The first crossover cor-

responds to a low-barrier rearrangement of the highest energy
C2 minimum to give 2,520 free-energy minima, each consisting
of a pair of Cs isomers. At ΔG†

reg = 0:375 the 2,520 pairs are

retained, plus 504 minima corresponding to the isomers of the
D5h minimum, and a doubly degenerate global free-energy
minimum, with each state containing half the isomers of the
two C3v structures. At the third crossover we find 504 minima,
each corresponding to one version of the D5h global minimum,
and one group containing all of the other isomers, which is the
global free-energy minimum (Fig. 3B).

Results for Alanine Dipeptide
The alanine amino acid, with acetyl and NHMe capping groups
for the amino and carboxyl moieties, respectively, provides
a simple but insightful illustration of time-scale considerations
for a biomolecule. This system (denoted ala) was modeled using
our OPTIM program (55) interface to the AMBER package (56,
57) and the AMBER99SB (57) force field. All of the relevant
time-scale considerations arise for the peptide in vacuum, and
hence this is the description we have adopted to avoid any
complications arising from the description of solvent; a fixed
temperature of 298 K is used for this molecule.
In common with other empirical force fields, spring terms in

the potential are generally associated with specific atoms, so the
full permutational symmetry of the Hamiltonian is already bro-
ken at this level. For ala described by AMBER99SB there are
actually only three groups of permutable atoms, corresponding
to the hydrogens of the methyl group attached to the α-carbon,
and the methyl groups in the acetyl and NHMe caps. For the
present purposes we do not need to distinguish permutational
isomers corresponding to different versions of the capping
groups, and we focus on the remaining Me group.
If enantiomers are distinguished (the inversion operation) but

not permutational isomers, then the potential energy surface
has two sets of three minima; the corresponding disconnectivity
graph is illustrated in Fig. 4A. At a regrouping threshold of
ΔG†

reg = 2:0  kcal=mol ðτ= 4:7× 10−12   sÞ the lowest two structures
for each of the two enantiomeric branches can interconvert (Fig.
4B). At ΔG†

reg = 9:3  kcal=mol ðτ= 9:8× 10−7   sÞ all three minima
in each subfunnel merge (Fig. 4C); a single free-energy minimum
is only obtained for ΔG†

reg = 83:9  kcal=mol ðτ= 5:7× 1048   sÞ.
This result agrees with recent surveys of the potential energy
landscape for alanine peptides, where mixed LD structures were
identified as global minima in several cases, instead of the
expected all-L form (58). The landscape separates into distinct
funnels associated with alternative L and D forms for each alanine
residue, as in Fig. 4. The corresponding barriers would prevent
equilibrium sampling using conventional simulation methods, but

A B

Fig. 1. (A) Potential energy, and (B) free-energy
disconnectivity graphs for LJ6. The two distinct
structures corresponding to local minima are illus-
trated in A. For B, harmonic vibrational densities of
states were used at a reduced temperature of 0.1
and a regrouping threshold ΔG†

reg = 0:4.

Fig. 2. Value of (Upper) ΔG†
reg and (Lower) τ for which regrouping occurs in

LJ6 to produce the pattern in Fig. 1B, both as a function of temperature.
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the global minima are nevertheless rapidly located using basin-
hopping global optimization (59–61).
If we now distinguish permutational isomers for the hydrogen

atoms of the Me group, then the six minima of the potential
energy surface are further split into 36 states (Fig. 5A). This
situation corresponds to the isotopic composition hydrogen/
deuterium/tritium for the methyl group, if quantum tunneling
and zero-point effects are neglected. Two distinct energy scales are
involved in the additional splitting. The first corresponds to rota-
tion about the Me–C bond, involving barriers of order 4 kcal/mol,
which interconverts versions of each structure in sets of three.
The second process involves much higher barriers around
59 kcal/mol for changing the cyclic ordering of the H atoms at
each Me. At ΔG†

reg = 2:0    kcal=mol ðτ= 4:7× 10−12   sÞ the lowest
two distinct structures in the same enantiomeric branch and
with identical Me H ordering are lumped together, producing
24 free-energy minima in total. Twelve of these minima corre-
spond to pairs of isomers, whereas the other 12 are versions
of the higher energy structure, as indicated in Fig. 5B. For
ΔG†

reg = 3:5  kcal=mol ðτ= 6:0× 10−11   sÞ three rotamers of each
of the higher energy structures can interconvert, and there are now
16 distinct free-energy minima (Fig. 5C). With a small increase in
regrouping threshold to ΔG†

reg = 3:55  kcal=mol ðτ= 6:5× 10−11   sÞ
the rotamers of the lowest two structures can also interconvert in
sets of six, producing eight free-energy states (Fig. 5D). At
ΔG†

reg = 9:3  kcal=mol ðτ= 9:5× 10−7   sÞ all versions of the three
distinct structures that correspond to the same enantiomeric
branch and the same local H ordering at each Me group can

interconvert. This regrouping leaves four free-energy minima
(Fig. 5E). The barrier to reversing the order of the H atoms is
only overcome around ΔG†

reg = 59  kcal=mol ðτ= 1:5× 1030   sÞ,
leaving two states corresponding to sets of enantiomers (Fig.
5F). Finally, a single free-energy minimum is obtained around
ΔG†

reg = 84  kcal=mol ðτ= 5:7× 1048   sÞ, as above.
Conclusions
We have analyzed the fundamental connections between ob-
servation time scale, free-energy landscapes, broken ergodicity,
and feasible molecular symmetry operations (18), which are
generalized to describe any pathway that is sampled on the
experimental time scale (36). Lumping together permutation–
inversion isomers that are not connected by feasible pathways does
not affect the local equilibrium thermodynamics corresponding to
the subset of configuration space that is sampled. In terms of the
dynamics, this lumping also preserves all of the kinetics associated
with distinct states on the observation time scale. The longer time
scales corresponding to unfeasible rearrangements are simply
not observed.
In our analysis we have described qualitative changes in the

perceived free-energy landscape as a function of a free-energy
regrouping threshold ΔG†

reg, and related this quantity to
a time scale by considering first-order decay kinetics. In re-
ality, transitions between states are stochastic, and crossovers
between different regimes will occur over a finite temperature
range. The clearest examples will occur when the separation
of time scales for different processes is large. Alternative

A B

Fig. 3. (A) Potential energy, and (B) free-energy disconnectivity graphs for LJ7. The four distinct structures corresponding to local minima are illustrated in A.
For B, harmonic vibrational densities of states were used at a reduced temperature of 0.1 and a regrouping threshold ΔG†

reg = 0:4.

A B C

Fig. 4. Disconnectivity graphs for alanine dipeptide
when permutational isomers are lumped together.
(A) Potential energy graph, (B) free-energy graph
for ΔG†

reg = 2:0  kcal=mol ðτ= 4:7× 10−12   sÞ, and (C )
free-energy graph for ΔG†

reg = 9:3  kcal=mol ðτ=
9:8 × 10−7   sÞ.
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experiments can then yield different resolutions of the landscape,
with shorter time scales, e.g., from femtosecond laser pulses, gen-
erally leading to higher resolution and multiexponential kinetics
(62–65). Small peptides, such as the alanine dipeptide considered in
the present work, may support crossovers that are quite well de-
fined, associated with qualitatively distinct classes of intramolecular
rearrangement mechanisms. Applications ranging from single-mol-
ecule experiments in biophysics (14–17) to confocal microscopy of

colloidal clusters (46, 47), where the building blocks can be designed
with different classes of interactions, will provide opportunities to
exploit the present analysis.
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