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Abstract 

Understanding how to govern emerging distributed research networks is essential to their success. Distributed 

research networks aggregate patient medical data from many institutions leaving data within the local provider 

security system. While much is known about patients’ views on secondary medical research, little is known about 

their views on governance of research networks. We conducted six focus groups with patients from three medical 

centers across the U.S. to understand their perspectives on privacy, consent, and ethical concerns of sharing their 

data as part of research networks. Participants positively endorsed sharing their health data with these networks 

believing that doing so could advance healthcare knowledge. However, patients expressed several concerns 

regarding security and broader ethical issues such as commercialism, public benefit, and social responsibility. We 

suggest that network governance guidelines move beyond strict technical requirements and address wider socio-

ethical concerns by fully including patients in governance processes. 

Introduction 

Distributed research networks (DRNs) are currently proliferating across the United States. These innovative 
structures harness electronic medical records (EHRs) and other technologies for large-scale health research. DRNs 
allow researchers to aggregate patient data for research yet retain local control as access is coordinated through a 
central hub that distributes data for research purposes according to user requests1. To achieve acceptance and use, 
DRNs must adhere to various state and federal laws as well as consider emergent ethical and social issues raised by 
their innovation. Federal policies such as the Health Insurance Portability and Accountability Act of 1996 (HIPAA) 
and the Common Rule govern how research data can be accessed and used by clinicians and researchers. State laws 
apply but vary in scope; many are relevant to individual institutions that comprise DRNs, yet state laws are not 
directed explicitly toward research networks themselves. The design and implementation of research networks such 
as DRNs requires addressing a complex patchwork of federal and state laws, institutional policies, as well as 
numerous technical, regulatory, and ethical issues that together constitute the landscape of technoscientific 
governance. Effective and transparent governance policies are needed to ensure public protection, build public trust 
and encourage patients to allow their health information to be aggregated and shared in these networks.  

The term governance signals that the usual distinctions among science, technology and politics as separate, non-
overlapping categories are not clear boundaries but instead co-produced through various co-relations. That is, the 
development and administrative control of technological systems are not narrowly matters of government and laws, 
but also include the activities of a wide range of actors occupying various social worlds, including industry, 
scientific organizations, public groups, consumers, and markets2. While many actors are involved with and affected 
by DRNs, patients and members of the public are not involved in the governance of these networks and only rarely 
are their perspectives taken into consideration in design, implementation, and governance decisions. Yet, patients 
are primary stakeholders – the “data” comprising DRNs are built from and designed to analyze patient health 
information. Yet, DRN governance practices to date have not included patient perspectives.  

This paper begins with the design and governance of one DRN: A multi-site research study led by UC San Diego, 

Scalable National Network for Effectiveness Research (SCANNER) 3. SCANNER’s goal is to develop and evaluate 
an electronic health information infrastructure that supports comparative effectiveness research (CER) to address 
highly prevalent health conditions such as cardiovascular disease and diabetes. The larger SCANNER research study 
includes fine-tuning design and governance of policies for data sharing to allow different levels of sharing 
depending on factors such as institutional differences in data sharing policies, IRB guidelines and patient consent 
practices, and other variables. Our goal was to understand the ways designers and institutional actors are themselves 
part of a wide range of de-centralized networks and shifting assemblages of power that together constitute the field 
of technoscientific governance of DRNs. 

SCANNER included the development of a privacy and security framework informed by applicable federal privacy 
and security laws and state health information exchange (HIE) guidelines. A systematic policy review as well as the 
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convening of a 7-member panel of policy and technical experts was assembled to review, provide expert input, and 
design a privacy and security framework analysis4. A second component of SCANNER, and the basis of our 
analysis, was to conduct patient focus groups within the project sites in an effort to understand patient perspectives 
about the use of their health information in data sharing in general and DRNs in particular so that these actors and 
their perspectives could be integrated into design and use practices.  The focus group objective was to capture 
patient attitudes by staging discussion into three expanding case scenarios beginning with EHRs in general and 
gradually moving to a concluding scenario of DRNs. The following three research questions together, we argue, 
inform how patient perspectives might be incorporated into governance structures and practices of DRNs: 

1. What are the contours of patient knowledge about the use of health information in research and research 
networks? 

2. What are patient preferences and concerns regarding the use of their health information in research 
networks? Specifically, what issues, concerns, and institutional actors and groups are considered in their 
opinions of their own health information in research networks? 

3. Finally, what are patients’ perspectives on how to design informed consent practices and data access 
governance that meet their own concerns and perspectives? 

Background 

Theories of governance in science and technology are largely concerned with the interrelationships among science, 
technology, and politics. Governance theories place a special emphasis on democratic engagement, the relationship 
between “scientific” and wider social concerns, and the resolution of political conflict and controversy raising 
important questions about the process of scientific knowledge production, its interaction with the public realm, and 
policies regarding its use2. Governance theories broadly understand governance as a set of multi-dimensional power 
relations, proposing an interplay of expert and public social actors, and a mix of top-down, horizontal, and bottom-
up policy initiatives2, 5. Governance policies, then, are applied specifically to clusters of technoscience and include a 
wide range of activities including but not limited to governance of clinical decision support6, governance of personal 
health records and clinical data sharing for Health Information Organizations (HIOs)7 and the Nationwide Health 
Information Network (NwHIN)8, as well as research networks themselves.  

Frameworks for Governing Patient Data. Research governance is defined as a “system of administration and 
supervision through which research is managed, participants and staff are protected, and accountability is assured”9. 
A technical report on standards for DRNs by the Patient Centered Outcomes Research Institute (PCORI) 
recommends governance principles that include auditing of the users and uses of the data through a data access 
committee, network and data use agreements, and setting up governing bodies that include stakeholders1. 
Committees and workgroups should be created for critical network domains to assure collaboration with network 
participants and stakeholders, which include patients and members of the public. While the PCORI principles cover 
governance policy for comparative effectiveness research (CER), further policies are still needed to ensure legal, 
ethical, and socially responsible conduct of research networks10. 

Patient Perspectives on Health Data Sharing. While little is known about patients’ perspectives on governance of 
research networks, much is known about how patients view the use of the health information, including 
biomaterials, in research. This extant literature informs analysis of what patient concerns to include in research and 
practices around the governance of DRNs. First, there is low awareness among the general public regarding the 
current use and future plans for integrating patient health information into secondary research. As a result, patient 
education is needed about research and information sharing practices11-14. Second, privacy both for oneself and for 
one’s immediate and extended (future) family, is the most important concern raised by patients when asked about 
sharing their health data11, 15-17. Importantly, while the literature on medical research using health records suggests that 
privacy should be assured by researchers in order to gain patient trust, it remains unclear if patients’ views of 
privacy are directly linked with their actual decisions to include their health information in medical research16, 18. 
Theoretical sharing preferences often do not match actual sharing behavior19. For patients, concerns over privacy are 
tightly linked to concerns over security, and some studies have suggested these concerns may be a barrier to 
consumer acceptance of both electronic health record research and electronic health record sharing20-22. 

Third, when patients express favorable opinions about sharing of health information, they overwhelmingly do so in 
the context that societal gain might emerge from their participation15. As a result of these three areas of patient 
concerns, important to the governance of research is the question of how to balance individual privacy with social 
good12, 23-24. Finally, studies show that a large majority of patients would like control over how their health records are 
used. While they may be willing to share their data for clinical care purposes, a majority want to be able to at least 
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positively authorize the use of their records for research13, 17, 19, 25-30. This finding is consistent with research on 
consumer opinions on biobanks and genetic research: the majority of patients want to be able to consent at least once 
to having their data shared, however, specific, granular consent options often differ16, 31-32. Researchers have thus 
suggested that flexible consent models be built into electronic medical records13-14, 33. Finally, meaningful consent has 
emerged as an important consideration when future research purposes as well as risks and benefits are not known.  

In all, addressing issues of patient education, privacy and security, concerns regarding social good (or what 
researchers define as benevolence and justice), and consent practices as well as consent limitations are critical to not 
only garnering public acceptance and participation in DRNs, but also to establishing governance policies and 
practices that incorporate patients as stakeholders. Building on this literature, a deeper understanding of patient 
knowledge and preferences regarding the sharing of data in DRNs is essential to ensuring a patient-centered 
governance structure. 

Methods 

Researchers at San Francisco State University (SFSU) designed a qualitative component to elicit in-depth patient 
views on data networks, sharing of data for research, and perspectives on consent and access options. A semi-
structured focus group guide was designed around three case scenarios that gradually moved the group discussion 
from perspectives on the use of data in clinical research to sharing across research sites to sharing in DRNs.  

Recruitment and Sample. Focus groups were conducted at the three SCANNER project sites: Partners Healthcare in 
Massachusetts (two focus groups, 12 participants total), the San Diego Veteran’s Healthcare System (two focus 
groups, 14 participants total), and the University of California San Diego Medical Center (two focus groups, 10 
participants total). Each of the focus groups lasted between 90 and 120 minutes. Recruitment was coordinated by 
SCANNER site leaders in collaboration with physicians. Efforts were made to recruit a diverse group of patients 
using a combination of relationship building and networking strategies. Eligibility criteria included: diagnosis of 
diabetes or cardiovascular disease; not in inpatient/acute care, rehabilitation or skilled nursing facility at the time of 
focus group; 18 years of age or older; and able to converse in English. 

Interested participants were given an information sheet about the project. Once volunteers were identified and 
agreed to participate, the SFSU research team sent a confirmation letter and scheduled a time for the focus group. 
Focus groups were conducted at the SCANNER sites in accessible and private conference rooms separate from any 
clinical encounter sites or physician office locations. Before the focus groups were conducted, the facilitator 
explained focus group procedures, including the importance of protecting the confidentiality of the group discussion, 
and asked the respondents to sign the informed consent forms. In order to ensure confidentiality, participants were 
assigned a participant ID # and all names were erased from the transcripts. IRB approval was obtained at all sites. 

Table 1 summarizes the demographics of the 36 focus group participants across all three sites. The high percentage 
of men is due to conducting two of the focus groups at the San Diego VA, and in Boston all but one of the 
participants were men. The majority of the participants (69.4%) identified as white and college educated (88.9%). 
22% of participants made less than $40,000 per year, while 50% of participants made over $80,000 per year.  

Table 1. Demographics of Participants 

Variable Focus Group #s 

(percentages) N=36 

Variable Focus Group #s 

(percentages) N=36 

Gender:  Women 
 Men 

7 (19.4%) 
29 (80.6%) 

Age:  Average 

  Range 

63.4 y/o 
29-81 y/o 

Ethnicity:  White/Caucasian 

  Hispanic/Latino(a) 
 Black 
  Asian 

  Native American 

25 (69.4%) 
4 (11.1%) 
3 (8.3%) 
3 (8.3%) 
1 (2.8%) 

Income:    
< $20,000 

 $20,000 - $40,000 
 $40,000 – $80,000 

 > $80,000 

 
3 (8.3%) 
5 (13.9%) 
10 (27.8%) 
18 (50.0%) 

Diagnoses (not mutually exclusive): 
 Diabetes 

 Hypertension 
 Heart Disease 

 
21 (58.3%) 
26 (72.2%) 
15 (41.7%) 

Education Level: 
 Did not graduate high school 
 High school graduate 

 Some college or graduate 

 Graduate degree 

 Declined to answer 

 
1 (2.8%) 
2 (5.6%) 
23 (63.9%) 
9 (25%) 
1 (2.8%) 
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Focus Group Design and Analysis. Two researchers conducted the focus groups which involved a structured set of 
scenarios designed to generate conversations around known themes from the literature, such as patient preferences 
for data sharing, informed consent, access to data and results, and organizational ethics. Three progressive scenarios 
were posed. Scenario 1 asked participants how they would feel about sharing their de-identified information for a 
study involving data from only their provider’s practice. In Scenario 2, de-identified data would be used in a 
research study involving patient data from several providers/hospitals. For Scenario 3, they were asked their 
thoughts about sharing their de-identified health information in an electronic research network involving data from 
many patients across many institutions. Research questions were open-ended and repeated for each scenario. The 
three questions were: How do you feel about participating in a study where your health information will be used in 
this way?; Do you have any questions or concerns about your health information being used in this way?; Finally, do 
you think there might be any advantages to using your health information in this way? 

The six focus groups were analyzed inductively following the principles of grounded theory methodology33-34. Two 
researchers independently coded the focus group transcripts to promote consistency of interpretation. Transcripts 
were coded for participants’ attitudes, opinions, and preferences within each focus group topic. We then looked for 
patterns that crosscut main topics such as specific ethical and security concerns of participants. Once agreement 
regarding the interpretive codes and their operational meaning was reached between both researchers, codes were 
organized into conceptual memos which served as the thematic basis for the findings in this paper.  

Results 

Focus group participants positively endorsed sharing their data in research networks. This perspective was driven by 
a belief that large-scale research could be used for public benefit by improving healthcare practices and the health of 
communities. Such endorsement, however, was accompanied by participants’ concerns over electronic security and 
a range of ethical and social concerns that increased from Scenario 1 to 3. In Scenario 1, for example, participants 
had almost no reservation about sharing their de-identified data as long as they were assured it would remain 
anonymous (even after explanations by the moderators, participants continued to conflate the terms “de-identified” 
and “anonymous”). Security concerns were minimal based on the perception that when data stays within a single 
provider database, security breaches are minimized. In this scenario, participants mentioned only minor ethical 
concerns such as ensuring their family’s health records would not be involved without their consent. 

As we moved to Scenario 2, a research study involving patient data across a few providers/hospitals, participants 
began voicing concerns around security, privacy, and ethics. The idea of transmitting data electronically across 
institutions led to the perception of increased potential for breaches and misuse or mishandling of health records as 
additional staff and organizations became involved. Here, participants began voicing concerns about research 
administration such as who would be leading the research, and who would have access to and benefit from the 
results, and what might it mean for relatives and future generations if privacy was not protected. Corporations, 
including health insurance companies, emerged as examples of entities some participants would want barred from 
having access to the data. 

With the introduction of Scenario 3, participants’ concerns escalated around security and broad ethical issues. For 
example, participants raised concerns over security breaches, including hacking and stealing of data, across the 
focus groups. One participant stated: “It’s interesting how you put the computer system [network] in there because 
now we’re really getting into the ability for information to easily be stolen.” Another stated: “I would want to know 
what kind of security the central network is using. Are they using any type of encryption at all, who has access to the 
system? How do they maintain that type of access, you know, just general [questions].” In this scenario, participants 
also voiced ethical concerns such as social good and social justice. These primarily revolved around two related but 
also separate issues: corporate involvement in the research network and administration of the network. Both include 
concerns regarding how data findings would be used, for what groups, and for whose benefit. Participants 
considered these to be topics that are politically charged and included debates over “profit motives,” “unavoidable 
commercialism,” and organizational interests versus social good. 

Trust as a Key Factor for Sharing Health Data. Most participants emphasized that their willingness to share their 
health data was, in part, driven by trust in their doctors to do the right thing for patients. For many, if their doctors 
asked or suggested they participate in a research study, they were inclined to do so. In fact, many of the participants 
in these focus groups joined as a result of their trust in their doctor. In probing this perception, it also became clear 
that participants place their trust in actual people, such as their doctors, rather than in institutions or networks.  
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As the scenarios grew in scale, trust became more difficult to ensure. For example, participants reflected that while 
they can trust their doctor it is hard to trust a system. Even if commercial entities are not involved in the DRNs, 
participants spoke with hesitancy of the bureaucratic and often political nature of large institutions and how they are 
governed. However, participants were also realistic about the need to place trust in institutions, or else no large-scale 
research would ever get done. Participants related their feelings of trust to their options for authorizing sharing: if 
they can trust that their health information will be put to good use helping others and not simply used for 
commercial profits, they are willing to share data in DRNs (See Box 1). 

Box 1: Trust in Physicians and Systems 

Trust in physicians: 
“I was recommended by my physician and I have such high regard for him that if he had recommended me then 

you know I think that it would probably by worthwhile. He knows the value of time.”  
“I am a catholic and I say that because I went to confession one day and I had major surgery coming up and I was 

worried about it you know, and the priest said to me, You trust god don’t you and I sad yes I do and he says, 
well, you have to learn to trust my doctor….and so I trust my doctor.”  

“At some point you have to trust somebody in something if you’re going to want to participate. If you don’t want to 
participate then tell your doctor, ‘No I don’t want my information sent.’ Because then if you do find out it gets 
sent then again she’s going to fall into that same lawsuit of ‘I told you no, you don’t have my consent. Show me 
my signature somewhere.’” 

Trust in a system: 
“Yeah but then we’re just building another bureaucracy… you’re gonna have to have somebody take care of the 

operation you know I mean it’s not going to be – you’re talking about 300 million people you know. And that’s 
like putting it on the – in a little organization who has a lot of control.” 

“Who is going to make those decisions?...controllability affects everybody’s life you know no matter what we talk 
about…this is going to be so big that it’s going to be political. We’re not talking about a local community…One 
way or another you’re going to build that bureaucracy.” 

Socio-Ethical Concerns of DRNs. Beyond considerations of ethics in research (such as those enumerated in the 
Belmont Report35) lie broader social-ethical concerns raised by participants. These included discussions of the 
conduct of powerful entities such as corporations in the use of and subsequent ownership over research data. 
Participants held multiple concerns related to ethical principles of justice including the institutional stakeholders 
involved with DRNs. A shared and unanimous concern surfaced across all the focus groups: who will have access to 
the data, for what purpose, and to who’s benefit and/or exclusion? Discussion of these concerns often revolved 
around issues with corporate involvement in research networks. The quotes in Box 2 speak to participants’ concerns 
that results of large-scale studies might only end up benefitting the corporations involved. 

Additionally, questions of governance emerged in concerns about administrative control, management of 
bureaucracy, and what participants regarded as an uncertain political field of development and management. As one 
participant asked: what kind of “half-life” will the data have? How will it be captured and stored? Notably, 
participants did not directly state that they would refuse to share their clinical data if a corporation was involved in 
the production or dissemination of the study results, but did express concern over this possibility.  

Box 2: Corporate Access 

Concerns over corporate involvement and access to the data  
“As we get further and further away from the core research and it then goes to private corporations I get a little 

more hesitant but I’m generally okay as long as the anonymity is there… I don’t often feel like big corporations 
have anything other than their best interest at heart, and how they use that research is you know once it’s in their 
hands is I don’t know, I’m a little bit more resistant as it gets passed further and further beyond the true research 
participants.” 

“If you raise the issue about how the information is to be used, you mentioned government, industry, 
universities, I have somewhat of a suspicion of large pharmaceutical companies that are pushing one 
particular med and they want to see efficacy because they want to sell that med whereas a competing 
company that might have a somewhat different kind of med but still is looking for the same results you’re 
not going to have the objectivity in that process.” 
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Public Justice: Balancing Profit and Public Good. While there was no overall agreement among participants about 
research results leading to a product or products with profit potential, many participants expressed concern with 
potential commercial involvement in DRNs. Some participants supported corporate profits if the company 
developed new or modified medical technologies that would help people and if such help could be distributed 
equitably. Conversations took place around how equity could be ensured and who would decide and ensure this 
goal. Others expressed ambivalence around the negative associations people have with some commercial entities, in 
this context pharmaceutical and health insurance companies. Some participants felt that companies place profit 
before benefits to individuals. One participant said they do not trust pharmaceutical companies to offer patients what 
is in their best interest. However, some participants also felt that the profit motive was a powerful reason for health 
technologies to be improved which would ultimately benefit patients.. 

For some, the public availability of knowledge and treatment offered through potential discoveries would outweigh 
the concerns of financial gains to commercial entities; but if only a select few would benefit from this research, then 
participants were less enthusiastic about including their healthcare data in the network. Participants in one focus 
group discussed why benefits from DRN research findings need to benefit both the researchers and the public; it 
cannot be just one or the other: the researchers need incentives to do the research, but the data is coming from a 
mass database that involves both public and private health institutions. Box 3 illustrates participants’ concerns about 
corporate involvement and profit-making. 

Box 3: Commercial and Profit-Making Motives 

Concerns over corporate involvement and commercialism:  
“To me it really depends. I would be a lot more inclined to help out an educational facility than I would a 

biomedical company that’s trying to make a profit on a drug, just the motive would depend. They have a higher 
standard with which to prove to me why I should participate.”  

“[Research] pursues a good end to benefit others. My concern is that certainly that’s not the philosophy of the 
insurance companies and they also have access or may have access to this information… They’re not looking 
for ways to lower their prices but they’re looking for ways to be more competitive.” 

Ambivalence about profit-making: 
“You can say that well if it goes to a corporation they’re going to develop a new drug, they’re going to market the 

heck out of that drug; they’re going to make millions of dollars, but on the other end if the drug is helping 
people I think that’s okay.”  

“I think everybody’s in agreement that we have no problem sharing the information, we’re glad to contribute to 
the betterment of women and men in kind but the problem is how is this information going to be used? By 
whom? And will it have some negative results if it’s in the wrong control?”  

Profit motives can be positive: 
“[Sharing your data] is a good thing although you’d never know it, I mean you’d never really know what you 

provided, I mean you’re one of hundreds of thousands you know. But this happens all the time and it’s a good 
thing, it’s a good thing.”  

“I personally wouldn’t [have a problem with the company profiting off the results of the research]. They’re going 
to get the information some way at some point from someone and you know I think it’s good to contribute and 
be a part of that.”  

Assuring Social Responsibility. Balancing individual needs and social responsibility emerged as a theme of 
discussion for patients as they reflected on data sharing. We found that for the participants who were supportive of 
commercial entities profiting from the health research spoke directly or indirectly of “social responsibility.” This 
was frequently referenced when discussing affordable access to the medical technologies developed from DRNs. 
Participants asked if companies would intend to create some way for those who cannot afford their medical products 
or drugs to have access to them. In our analysis the long discussions about affordability pointed to the larger theme 
of social responsibility and justice. That is, the idea that benefit be equitably distributed across publics regardless of 
ability to pay, insurance status, citizenship, location, or other factors that often stratify access. Box 4 displays 
participants’ comments about social responsibility extending beyond commercial profits to include equitable and fair 
distribution of knowledge and products that result from research. 

Box 4: Social Responsibility 
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Commitments to social responsibility: 
“I think here there are two issues and the scenario is very interesting because it puts us in a very contradictory 

framework. Why contradictory? Because on one hand we have reached what we are pursuing here, the benefit 
of the patient, but on the other hand we see the concept of commercial, sold commercially. So then here is the 
thing so is this a contribution to everybody? Yes, contribution to benefit the patient. But also we’ve contributed 
to the benefit of a company that is selling this product. I don’t have problems with that but certainly these 
companies most of the times they’ve refused to release the patents after certain time which is the time that they 
should be releasing these patents.” 

“This point…is a very interesting point: there are health issues in Africa that could be solved if the pharmaceutical 
companies could drop the prices of the medicines, and the real price of the medicine is low but because it’s the 
only company that sells that particular medicine they put in a very high price. And we don’t need to go as you 
said we don’t need to go to Africa, here we have troubles. So I would really put that emphasis that you 
mentioned like kind of a social responsibility into the use of the information. If there is this commitment it 
would be excellent.” 

Authorization for Electronic Data Sharing. Participants were asked to discuss four data sharing authorization 
options within the research network scenarios using de-identified data: 1) broad opt-in; 2) broad opt-out; 3) project-
specific approval; and 4) no authorization required. In explaining each scenario to the participants, the facilitators 
acknowledged that forming a review board was not current practice and that project specific approval by an 
“administrator” would have to be worked out by the DRN in accordance with their practice guidelines. 

Overwhelmingly, though not unanimously, participants favored option 1, broad opt-in, where they would be asked 
during their first medical visit if they consented to having their health information included in future studies. One 
participant stated: “I don’t think consent should be assumed, I think there should have to be affirmative positive 
consent.” The issue of “trust” was also raised among participants: their feelings on consenting came back to the 
issue of trust. If they can trust that their health information will be put to good use helping others, they are willing to 
consent to future studies. However, participants also asked how a one-time consent could capture specific 
information about future projects and, thus, questioned the very notion of informed consent. One participant who 
favored project specific approval thought this would more accurately reflect real-time information, including 
potential risks and benefits.  

Participants did not prefer option 2, broad opt-out, since data could be used without initial authorization. A few 
participants discussed how the importance of what they were signing (consent forms) could slip through the cracks: 
when they go for a medical visit, they are concerned about their personal health, and the last thing on their minds is 
trying to understand consent forms. One participant felt conflicted over being able to opt-out since their information 
is valuable for advancing medical knowledge (see Box 5 below). Most participants also did not like option 3, 
project-specific consent, since requiring consent authorizations for every future study would be too much of a 
burden for both them and their doctors. Two participants did like option 3, however. One stated they would like to 
be able to learn about each study their information is used in, such as who is funding it and what will be done with 
the results. Another participant felt nervous about broad-opt in, and wanted to be able to re-consent for each project 
noting that the specifics would vary for each and every research study. Box 5 represents participants’ diverse 
thoughts on data sharing authorization options. 

Box 5: Conflict Between Risks and Benefits of Authorization 

Feelings of confliction over risks versus benefits of consent options: 
“I’m defeating the purpose [of doing research with health data] by saying well I want to have the option to say no, 

I don’t want this particular thing used but because you know again that’s the purpose of this is to have all the 
data so I don’t know, it’s where I’m kind of torn or conflicted by it to some degree.”  

Feelings of nervousness over broad opt-in only: 
“I don’t like it. That’s just me because I mean it’s just like you sign the form once and you never see it again and 

then later on in life it ends up biting you in the ass ‘cause well you signed the form once and you never saw it 
again. But someone goes out and dusts off your records and says ‘Hey look here.’ I’m like, ‘Well Goddam I 
guess I did sign it.’ And you can’t do anything about it. There’s no option.”  

Thoughts on trust and consent: 
“But again it comes back to the issue of trust. Is the information going to be used basically for your benefit, is it 

going to be used more or less according to standards or appropriate research? And there comes a point where 
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Discussion 

Focus groups with patients reveal that governance when including patient perspectives can move beyond the more 
narrow requirements of federal and state polices and institutional administrative and technical requirements to 
include broad ethical and social issues36. Based on empirical data of patient perspectives we found that patients are 
driven by trust and when asked to participate in research networks they hold socio-ethical concerns beyond those 
regulated by the conduct of human subject research enacted in IRB practices. These included discussions of the 
conduct of powerful entities such as corporations in the use of and subsequent ownership over research data. These 
results may not be surprising in light of the recent public attention to issues of research ethics and justice in high 
profile books and cases, such as The Immoral Life of Henrietta Lacks37, high profile court cases such as the Myriad 
Genetics suit over the patenting of the BRCA1 and BRCA2 genes that is now before the U.S. supreme court38, and 
the research case involving Arizona State University and data collected from the Havasupai tribe39. These cases, as 
well as many other historical cases of research ethics, have brought important public awareness to issues of human 
subjects protection, ethics in use of personal health information and biomaterials, and considerations of social justice 
as well as ethical principles of justice in medical research. Participants in these focus groups engaged in discussions 
over the ethical use of research that similarly moved beyond ethical principles captured by research policies.  

Situating these findings within social scientific and medical frameworks of governance allows us to more thoroughly 
address public participation and trust in what is sure to be an expanding field of distributed research networks. 
Governance of DRNs must include systems of administration that ensure participants and staff is protected and 
accountability is assured. However, as this research shows, patient informed governance would expand beyond these 
technical assurances to include broader assurance of public good, social responsibility, and fairness and equity if 
public trust is to be built and public participation assured. These are essential to the success of these networks.  

Building public trust and engagement in DRNs will require work on many fronts, including patient and stakeholder 
education campaigns, transparent administrative processes, and open disclosure of engagement in the networks, 
especially by commercial entities. Public education campaigns could start with doctors’ offices and hospitals that 
use electronic medical records introducing patients to the concept of DRNs and discussing the specific networks the 
providers participate in. Patients must be educated about the security measures taken to safeguard medical records 
and how secondary use of data for research can benefit the public. Transparent administrative processes will also 
further engage the public in the governance of research networks. Administrators must be able to clearly 
communicate who runs the network, how it is funded, who controls access to the data, what entities and persons can 
gain access for research, and how results are disseminated. Patients in our focus groups seemed to favor a 
compromise between tightly controlled access to the data and open access, suggesting their attentiveness to the risks 
and benefits of data privacy compared with advancing healthcare knowledge. Finally, open disclosure of 
commercial involvement, including identifying any corporate social responsibility, can facilitate public trust.  

Governance along these lines might enhance public trust in systems and, thus, garner patient participation in 
research. Interestingly, as we found here and as others have found14, participants mostly discussed trust in reference 
to their doctors, which suggests that trust of their doctors may then confer benefits of trust to the research networks. 
We do not assume naively that including patient views erases issues of power and politics. While doing so includes 
multiple perspectives, attention to the processes of how and along what avenues so-called publics are engaged (i.e., 
through social movement activism, as corporate designed patient groups, in public research projects, etc.) will 
inform whether and to what extent broad sets of interests and values are built into the ongoing management of 
research. Such an approach only holds the potential to check and balance the power of decision-making; it does not 
determine its fate. Thus, as Irwin stated, it is valuable to retain a critical awareness of “new scientific governance” 
models and theory: while this literature supports public engagement in all scientific endeavors, it is possible that in 
the end nothing may change and the decision-making will still come from top-down administration only; network 
designers must remain aware of a top-down commitment to “bottom-up” processes40. 

There are a number of limitations to this study. Our focus group findings are not generalizable to represent the U.S. 
public. In particular, our participants were highly educated and males were significantly overrepresented (80.6% 
males vs. 19.4% females). Also, patients are not a homogenous group. Different populations of patients will have 
different opinions and needs regarding sharing their data and support for DRNs, and more studies are needed to 
reflect these differences. Focus groups elicit the underlying thoughts and feelings behind participants’ statements 
and beliefs, but do not allow us to test any hypotheses or to quantify participants’ answers to validate findings. 
Further, given that some of the issues presented, especially the issue of data authorization policies, were unknown, 

you just have to say I hope it’s going to work out.” 
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responses by patients were speculative. Future research should include large-scale surveys and other studies that 
would yield quantifiable data and allow empirical tests based on the themes elucidated from these focus groups as 
they relate to DRNs. Finally, studies should ground responses in actual practices and among patients who 
themselves have been asked to participate in a DRNs and thereby seek to further understand the relationship 
between patients’ thoughts on specific aspects of DRN governance and their willingness to actually share their data 
with these networks. 

Conclusion 

Our findings provide a basis for further thinking through of what patient-centered governance in electronic research 
networks would look like. A challenge with respect to ethical issues that arise from emerging technologies is that 
they can give rise to concerns that cannot be dealt with adequately by existing regulations or guidelines. Governance 
in regards to new technologies is not a one-time event but an ongoing process. Much work needs to done regarding 
the assessment of current regulations, the development of new insights into how ethical issues pertain to emerging 
technologies, and how public concerns may be considered in policymaking. Public understanding, dialogue, and 
engagement are already part of science and technology conversation, but given the fast pace of innovation and 
change, new efforts must strive to create mutual benefits for all actors involved in innovation. 
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