SCIENTIFIC @2 ¥

REPg}RTS

SUBJECT AREAS:

CAENORHABDITIS
ELEGANS

GENE EXPRESSION

Received
28 October 2013

Accepted
13 January 2014

Published
28 January 2014

Correspondence and
requests for materials
should be addressed to
J.EK. Jan.
Kammenga@wur.nl)

A rapid and massive gene expression
shift marking adolescent transition in C.
elegans

L. Basten Snoek’, Mark G. Sterken’, Rita J. M. Volkers', Mirre Klatter', Kobus J. Bosman', Roel P. J. Bevers',
Joost A. G. Riksen', Geert Smant', Andrew R. Cossins? & Jan E. Kammenga'

"Laboratory of Nematology, Wageningen University, Droevendaalsesteeg 1, 6708 PB Wageningen, The Netherlands, ZInstitute of
Integrative Biology, Biosciences Building, University of Liverpool Crown Street, Liverpool L69 7ZB, United Kingdom.

Organismal development is the most dynamic period of the life cycle, yet we have only a rough
understanding of the dynamics of gene expression during adolescent transition. Here we show that
adolescence in Caenorhabditis elegans is characterized by a spectacular expression shift of conserved and
highly polymorphic genes. Using a high resolution time series we found that in adolescent worms over
10,000 genes changed their expression. These genes were clustered according to their expression patterns.
One cluster involved in chromatin remodelling showed a brief up-regulation around 50 h post-hatch. At the
same time a spectacular shift in expression was observed. Sequence comparisons for this cluster across many
genotypes revealed diversifying selection. Strongly up-regulated genes showed signs of purifying selection in
non-coding regions, indicating that adolescence-active genes are constrained on their regulatory properties.
Our findings improve our understanding of adolescent transition and help to eliminate experimental
artefacts due to incorrect developmental timing.

n the eukaryote life cycle the transformation from a sub-adult or larvae into an adult, ‘adolescence’, is a key

transitional stage. Apart from an increase in size and shape of the body, its principal physical expression is the

development of gonads, reproductive organs and secondary sexual characteristics, all of which provide a
complete reproductive competency. Chronological age provides only a rough marker of adolescence and the
variation between individuals and especially between genetic lines in the speed of transition is a key life history
attribute'®. In many animals the precise sequence of developmental events and the relation with gene regulation
of ‘adolescence’ are not well known, but in principle would provide a clear staging post for comparison among
individuals, populations and species. To investigate genome-wide gene expression dynamics during adolescence
we sampled mRNA from Caenorhabditis elegans populations starting in late juvenile L3 stage, through the entire
L4 stage and into adulthood at hourly intervals (44-58 h; Fig. 1a). Previous analyses reported a few hundred genes
having different expression levels between stages>**""*. Only recently, it was found that over 10,000 genes have
different expression levels over the successive larval stages'*. Using a high resolution time series we found that in
adolescent worms alone over 10,000 genes displayed changes in expression. Specific patterns of changing gene
expression were found which could be linked to patterns of natural and induced genetic polymorphisms showing
different types of selection pressure. Lastly, we show how to use developmental time series for detecting small but
significant developmental differences in gene expression experiments.

Results and discussion

We generated a high-resolution temporal map of developmental gene expression during L4 development
(Supplementary fig. S1 contains expression profiles of all genes). This is an increase in resolution compared to
previous experiments where global gene expression profiles were analysed in separate stages>>***.

Principal component analysis (PCA) was used to explore the sources of variation of gene expression (Fig. 1b).
The first principal component (capturing 66% of the variation) consistently placed the time points in chronolo-
gical order. It shows that development during adolescence is causal for the majority of gene expression variation.
The first two components (capturing 78% of the variation) place time point 50 h at a striking position, indicating
that global gene expression patterns become remarkably different at this point.
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Figure 1 | Experimental setup and an overview of the expression changes. (a) Sampling setup. At 20°C, eggs hatch 10-12 hours after they were laid,
leading to L1 stage worms. First, 2nd, 3rd and 4th molts occur 26, 34, 44 and 56 hours after egg laying resp., leading to L2, L3, L4 and adult worms.
Microscopic observations of the developmental stage of the vulva at several time points are summarized in the blue graph. The red lines in the diagram
below the graph represent the time points at which samples for the microarrays (MA) were drawn. The yellow lines show sampling points that were used
later to confirm that the MA data could be used to predict the age of a sample (see Supplementary methods for more information). (b) A Principal
component analysis of the relative gene expression shows that 66.3% of the variation sorts the time-points in a chronological order. Notably, the 50 h
time-point is very distant from the others, indicating the sudden switch in expression. (c) The relative expression in log2 ratio of the mean, shown in
100 kb bins. There is a pronounced shift in the expression activity of the chromosomal regions, centring around 50 hrs.

The expression was plotted across the genome showing that gene
expression shifts profoundly and very rapidly during adolescence
(Fig. 1c). Moreover, genes with a similar expression pattern are clus-
tered in the genome as shown by the enriched loci. Correlation
analysis supports the PCA and shows a separation of adolescence
in an early and a late phase, reversing around 50 h (Supplementary
fig. S2).

The dynamics of gene expression changes were explored via k-
means clustering into 12 clusters (Fig. 2, Supplementary fig. S3 and
Supplementary table S1). Fig. 2 shows the 12 resulting clusters, each
having different dynamics. The largest group (43%) comprises genes
that showed no change in expression over time (clusters 11 and 12).
The rest, 57% of all genes, showed a dynamic pattern during develop-
ment. This is substantially more than previously detected within and
between different stages>*™'?, however, less than the recently
detected 88% of all genes showing a dynamic expression pattern
comparing all the larval stages'. The clusters can be grouped into
six specific patterns. Most genes with a dynamic pattern show either a
continuous increase (clusters 1, 2, 3 and 4; 4626 genes) or continuous
decrease (clusters 5, 6 and 10; 4343 genes) at different intensities. A
decrease in expression early L4 was found in cluster 7 (790 genes) and
late L4 in cluster 8 (327 genes). In cluster 9 a striking, relatively short
lived up-regulation was detected immediately followed by down-
regulation, around 50 h.

Very recently, Kim et al. (2013) investigated postembryonic gene
expression dynamics in C. elegans larval stages L1 to L4 using two
hour intervals'*. By k-means clustering their data could be split up
into 12 different clusters, for which the clearest patterns were: oscil-
lating, stable, and up-regulation after moulting to L4. Genes showing
up-regulation specifically after moulting to L4 (Kim et al. cluster 8
and 9) are also showing up-regulation in our experiment (clusters 1, 2
and 3; Supplementary figure S4). Our results show that the up-
regulation of the Kim clusters 8 and 9 continues after their last time
point (48 hours). The oscillating Kim clusters (1 to 6) are linked to
genes showing down-regulation during L4 in our experiment.
Furthermore, a large group of genes show stable (non-changing)
expression levels in both experiments; and therefore throughout
the L1 to L4 stage. Furthermore gene lin-4 marking the period just
after moulting'* shows a decreasing expression level (Supplementary
figure S5) which confirms the start of our experiment at the late L3 to
early L4 molt.

The genomic locations of genes with similar expression patterns
were compared by measuring the physical distance between the
nearest gene with the same pattern (Fig. 2; for individual k-mean
clusters see Supplementary fig. S6). A significantly smaller distance
between neighbouring genes was found for genes with a continuously
increasing expression levels (cluster 1, 2, 3 and 4) and genes in cluster
8 and cluster 9 (FDR < 0.01) compared to the other clusters.
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Figure 2 | The temporal expression as identified by k-means clustering.
The 12 clusters (also see Supplementary fig. S3 and table S1) are shown,
grouped by the direction of the gene expression changes. The six distinct
expression changes found are: up-regulation (clusters 1, 2, 3 and 4), down-
regulation (clusters 5, 6 and 10), down-regulation in early L4 (cluster 7),
down regulation in late L4 (cluster 8), no change (cluster 11 and 12) and
up-regulation mid-L4 (cluster 9). In the line-graphs on the left the
expression (log2 ratio of the mean) of all the genes in a cluster (light
colours) and the average expression of all these genes (dark colours) are
shown over time (in hours). The numbers of the clusters depicted are
shown in the graph. For example: the expression patterns of all genes falling
in category 6 are shown in light-blue and their average is shown in blue.
The bar-charts show the proximity of genes within the same group as a
percentage of genes having their neighbour at a particular distance (black).
The grey bars show what to expect based on a random set of genes with the
same size. The error-bars indicate the standard deviation found over 1,000
random sets. The asterisks indicate significant increases of genes found at a
specific distance (FDR < 0.01). Four out of these six categories consist of
genes that are physically closer together than expected based on equally
sized random sets.

Additionally, genomic hot-spots were found for the individual clus-
ters (Supplementary fig. S7), showing that these genes also co-loc-
alize on a larger scale. On average, 19.3% of the genes belonging to an
expression pattern cluster can be found in the genomic hotspots.
Because of their higher recombination frequency' it is interesting
that the chromosomal arms were enriched for non-dynamic genes
(Supplementary fig. S7). Especially, because the non-dynamic clus-
ters 11 and 12 are not enrichment for genes with a “lethal” phenotype
in RNAi experiments, whereas all the dynamic clusters are
(Supplementary table S2). This is in agreement with the finding that
lethal genes are mainly located on the chromosome centres'® and
shows that they have a typical stable expression pattern during L4.
To gain insight in the biological processes underlying the
dynamics we investigated the clusters for overrepresentation of sev-
eral gene classifications (Supplementary table S2 and Supplementary
fig. S8-S13 for details per classification). The genes in the clusters
with the strongest up-regulation (1, 2 and 3) were involved in many

processes related to reproduction, like oogenesis, spermatogenesis
and formation of the egg. The genes in the down-regulated clusters
(5, 6 and 10) were involved in the completion of the adult body as
shown by the enrichment of for example molting-, cuticle-, neuro-
genesis- and metabolism-related genes. In cluster 7 many genes
related to larval development and growth were over-represented.
In cluster 8 also genes related to the cuticle were enriched. Cluster
9 was enriched for transcription-factor-, histone-, and nucleosome-
genes which marks the expression change around the 50 h reversal.
This, together with the identified pattern-specific loci, indicates the
involvement of chromatin remodelling as a source of higher order
regulation during the transition from adolescent into adult form.

Organismal development is a very robust process regardless of the
environment". This means that the developmental program is buf-
fered against environmental variation'®. Hence, purifying selection is
expected to act on core-developmental genes, as development is
robust whereas diversifying selection can be expected for the genes
which enable buffering against environmental variation as environ-
ments can be variable between sites. Therefore, we asked if the specific
dynamic patterns show different mutation frequencies. To investigate
this, we obtained data from the million mutation project'®, which
includes both mutagenized (2007 genotypes) and wild-type (40 gen-
otypes) genome-wide variation. This dataset provides an insight in the
occurrence of mutations per-se (induced mutations) and the occur-
rence of variation under natural selection (wild isolates). A substantial
number of natural polymorphisms are locally linked even though
between-strain variation is larger than the between-isolation site vari-
ation®*. Moreover, given the recent selective sweeps in natural
populations of C. elegans® and natural selection in general, the dis-
tribution of mutations in wild isolates is vastly different from induced
mutants'>". We have focused on the mutations in both these datasets,
which are providing 758,335 (induced mutants) and 597,777 (natural
isolates) individual mutations (Supplementary table S3). The genes in
the 12 expression pattern clusters were enriched for, or depleted for,
mutations compared to a random set of genes (of the same size) from
both the induced and natural set of polymorphisms (Fig. 3).
Interestingly, specific functional structures within the gene (untrans-
lated regions, exons, introns) showed different mutation frequencies.

In the induced mutants the non-coding regions of the three most
highly up-regulated clusters are largely unaffected by mutations (the
introns of clusters 1 and 2, 5UTR of clusters 1, 2 and 3 and the 3’UTR
of clusters 2 and 3; FDR < 0.01). Given the nature of the induced
mutants, this indicates that these regulatory elements are of vital
importance in the developmental progression to a reproductive
adult. Also a slight, but significant, conservation was seen in the
UTRs of the non-responsive genes (cluster 11 and 12).
Interestingly, we also detected significantly increased mutation fre-
quencies, but only in the 3’UTR of two clusters (4 and 7). This
suggests that the post-transcriptional expression regulation of these
genes is less likely to be of importance for reproduction.

Compared to the induced mutants we saw more extreme differ-
ences between the clusters in mutation frequencies for the wild iso-
lates. Intriguingly, we also found that variants in the regulatory
regions of the three most highly up-regulated clusters were selected
against, especially in the introns (cluster 1 and 2, FDR < 0.01) and
the 3'UTR (cluster 2 and 3, FDR < 0.01), but not significantly so in
the 5’UTR. For many of the clusters we saw up to a 2-fold reduction
in the mutation frequency within the coding regions (cluster 4, 5, 6, 7
and 8, FDR << 0.01). Increased mutation frequencies were observed
more often, especially in the genes of cluster 9 suggesting diversifying
selection and possibly adaptation. Genes with constant expression
levels (clusters 11 and 12), were more likely to have genetic poly-
morphisms and the majority was previously found to be highly poly-
morphic between local populations™.

Combining the results from the induced mutants and the wild
isolates shows potential adaptation, diversifying- and purifying-
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Figure 3 | Mutation frequencies coupled to the expression profile clusters. Mutation frequencies' are shown as the log2 ratio versus expected (based on
random group of genes of the same size) and an asterisk indicates significant in- and decreases (FDR < 0.01). Circles in right heat-map indicate differences
between frequencies found in the induced mutants and the wild isolates. The clusters are ordered based on their expression pattern.

selection. The most pronounced difference is a decrease in mutation
frequency in the exons of the wild isolates. Especially, the frequency
of missense mutations is low, a feature reflected in the dataset as a
whole'. This is most noticeable in the wild-isolates which is likely
due to purifying-selection acting on mutations with only minor fit-
ness penalties. Another profound difference is the increased vari-
ation found in wild isolates in the coding regions of the genes of
clusters 9, 11 and 12. This implies that these genes are under strong
diversifying selection pressure, which could indicate adaptation.
Our findings on the rapid gene expression shift in adolescent
worms prompted us to determine the precise developmental age of
samples in other published experiments for which gene expression
levels had been determined (Supplementary fig. S14, Supplementary
methods, Supplementary discussion & Supplementary fig. S15). We
found that ~57% of the 143 different gene expression studies in the
co-expression database SPELL** were affected by a difference in
development between the samples (Fig. 4a & Supplementary fig.
S$15). While many experiments were conducted with the purpose
to study aging and development where these differences could be
expected, other experiments set out to study the effect of genetic or
environmental factors, like wild isolates (natural genetic variation),
temperature, or different bacterial foods or pathogens>****>-*°
(Supplementary discussion). Apparently, these factors can have a
small, yet profound, effect on the developmental speed as most of
the samples were taken at one time point. For example bacterial diet
can affect the transcript profiles of many genes®. The differences in
expression between the different bacterial food sources were
enriched with genes strongly up-regulated during L4 development.
This suggests a difference in developmental speed between worms
grown on different bacteria. To confirm this we used different

a
Not affected by

development (43.4%)

ntional
(29.9)

Unintentional
(26.7%)

Affected by development (56.6%)

bacterial foods (E. coli OP50 and Erwinia rhapontici*) to grow dif-
ferent genotypes and measured two things, gene expression at 48
hours and the time until reproduction (first egg) (Fig. 4b &
Supplementary fig. S14). We found a strong negative correlation
between the developmental age determined by the transcription pro-
files and the time until the first eggs were laid. This negative correla-
tion shows that both genotype and bacterial foods can affect
developmental speed and transcription profiles. Combining classical
phenotyping and transcription profiling can show a relatively small
but significant and highly influential developmental difference.

In conclusion, we present here the first intensive time-series ana-
lysis of gene regulatory dynamics during adolescence in C. elegans,
the attainment of a reproductively viable adult from larval tissues.
We show that transcription levels can change surprisingly fast (in ~1
hour) and that transcription-factor-, histone-, and nucleosome-
genes are particularly affected. The identified genes in the dynamic
patterns are prone to either purifying- or diversifying-selection lead-
ing to variation in the arrangements of polymorphisms.

We show that the results generated by L4 gene expression studies
in C. elegans are sensitive to variation in development, and illustrate
that interpretation of data without knowledge of the expression
dynamics can influence the outcome of studies. Given the increasing
application of large-scale gene expression studies, using expression
dynamics enables an even better interpretation of the results.

Methods

Detailed information available in the Supplementary Methods and Materials.
Caenorhabditis elegans strain Bristol N2 was grown on NGM at 20°C with E. coli
OP50 as food source™. Morphological changes in worms between the age of 48 and 67
hours after synchronisation were detected by analysing pictures of individual worms
that were taken at a magnification of 100X. Samples for microarray analysis were
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Figure 4 | Consequences for previous and future studies. (a) The transcriptomic ruler was applied to all studies deposited in the SPELL database, which

showed that >50% of the studies has a developmental component, which is

unintentional in 26% of all cases. (b) In a follow-up experiment the

influence of food-source (Escherichia coli in yellow and Erwinia rhapontici in green) was shown to have a small but significant impact on the speed of
development, C. elegans develops faster on E. rhapontici (R* = 0.63, p < 0.001; also see Supplementary discussion).
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drawn every hour between 44 and 58 hours after synchronisation by bleaching. RNA
was isolated with either a RNEasy Micro Kit from Qiagen or with use of a Maxwell®
16 AS2000 instrument with a Maxwell® 16 LEV simplyRNA Tissue Kit (both
Promega). After RNA isolation, one, two or three independent replicates per time
point were analysed with microarrays (C. elegans (V2) Gene Expression Micorarray
4X44K slides from Agilent) following the “Two-Color Microarray-Based Gene
Expression Analysis’-protocol from Agilent. Data were extracted with the Agilent
Feature Extraction Software. All statistical analyses were performed in the ‘R’ stat-
istical programming software (version 2.13.1 X 64). For normalization the Limma
package was used with for Agilent array recommended settings®'. For k-means
clustering, 20 iterations on 10 different starting situations were performed. Twelve k-
means clusters were formed to be able to visualise gene expression changes properly.
Enrichment studies were done using a hyper-geometric test. The physical distance
from a gene to its closest neighbour within its k-means cluster was measured as the
distance from start-site to start-site. The mutation frequency" of the genes from the
k-means clusters was calculated using a permutation analysis. Heat-maps were
constructed with the ‘heatmap’ function. Data of published gene expression studies
were obtained from SPELL*. Bacteria and genotypes for the bacterial food experi-
ment are from®. Data was stored in WormQTL**** (www.WormQTL.org).
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