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1. INTRODUCTION
Place may influence health through several pathways; stress is one potential mediator that is
frequently invoked (Diez Roux and Mair, 2010, Anisman and Zacharko, 1992). For
example, living in a blighted urban neighborhood may increase exposure to stressors such as
violence, noise, and crowding. These exposures may elicit repeated activations of the stress
response system, which in turn may lead to eventual dysregulation of the hypothalamic-
pituitary-adrenal (HPA) axis, a primary stress regulatory system. HPA axis dysregulation
has been associated with a range of mental, cardiovascular, immunologic, and metabolic
disorders (Anisman and Zacharko, 1992, Seeman et al., 2004). Although recent studies have
found associations between neighborhood conditions and stress biomarkers (Bird et al.,
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2010, Chen and Paterson, 2006, Do et al., 2011, Nazmi et al., 2010), there has been limited
research on links between neighborhood conditions and stress biomarkers in children or
adolescents.

Cortisol is a hormone involved in the HPA axis (McEwen, 2007) that has been used in
several contexts. Adverse conditions in neighborhood and family environments have been
linked to both cortisol levels and cortisol reactivity, although the evidence is mixed. In
adults, some studies have yielded associations between neighborhood- and individual-level
low socioeconomic status (SES) and cortisol diurnal levels—specifically lower waking
levels (Hajat et al., 2010), higher average levels (Cohen et al., 2006b, Cohen et al., 2006a),
and less steep declines over the course of the day (Do et al., 2011, Hajat et al., 2010,
Agbedia et al., 2011, Karb et al., 2012), though others have found null or opposite results
(Agbedia et al., 2011, Cohen et al., 2006a, Hajat et al., 2010). Do et al. also found that
neighborhood violence was associated with lower cortisol levels at awakening and less steep
initial declines (Do et al., 2011). In children, studies have reported associations between
individual-level disadvantage (including low SES, exposure to stressful life events, and
family adversity) and lower morning cortisol levels (Bevans et al., 2008, Repetti et al.,
2002), higher average cortisol levels (Bevans et al., 2008, Fernald and Gunnar, 2009, Kelly
et al., 2008, Repetti et al., 2002), and less steep declines (Kelly et al., 2008, Gustafsson et
al., 2010, Martin et al., 2012). In addition, some have suggested a curvilinear (upside-down
u-shaped) association; children and adolescents exposed to the most stressful conditions
have cortisol levels that resemble those of non-disadvantaged individuals (Bevans et al.,
2008, Gustafsson et al., 2010).

The link between individual- and neighborhood-level adverse conditions and cortisol
reactivity is likely complex. Some studies have shown that adverse conditions in childhood
are associated with greater cortisol reactivity in adulthood (Goldman-Mellor et al., 2012,
Pesonen et al., 2010, Mangold et al., 2010), but lifetime adversity is associated with blunted
reactivity (Goldman-Mellor et al., 2012, Lovallo et al., 2012). Others have found no
association (Steptoe et al., 2005). Relatedly, moderate adversity has been associated with
heighted reactivity in children and adolescents (Gutteling et al., 2005, Repetti et al., 2002),
whereas more severe forms of adversity, such as prolonged child maltreatment, has been
associated with blunted reactivity (MacMillan et al., 2009). The timing and duration of
exposure to adverse conditions may also be influential (Bosch et al., 2012, Steptoe et al.,
2005).

The evidence for an independent association between adverse neighborhood conditions and
salivary cortisol in adolescents is extremely limited. Studies conducted to date provide
preliminary evidence that neighborhood disadvantage is associated with higher average
resting cortisol levels (Brenner et al., 2012, Chen and Paterson, 2006) and greater cortisol
reactivity (Hackman et al., 2012). However, the studies have been based on small, racially
homogeneous samples in single urban areas (Chen and Paterson, 2006, Brenner et al., 2012,
Hackman et al., 2012). The present study was motivated to address this gap in the literature.
We used the National Comorbidity Survey Replication Adolescent Supplement (NCS-A) to
estimate the association between neighborhood disadvantage and salivary cortisol levels in
adolescents. The NCS-A consists of a nationally representative, ethnically diverse sample of
adolescents in the United States. Cortisol measurements are available for 2490 of the
adolescents, making it the largest sample of cortisol in U.S. children or adolescents. Our
analyses of these data utilize a propensity score approach coupled with regression
adjustment designed to address a key threat to internal validity—non-random neighborhood
assignment and consequent imbalance of confounding variables, including those particularly
influential to cortisol measurement.
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2. METHODS
2.1. Study sample

The NCS-A is a nationally representative, cross-sectional survey of U.S. adolescent mental
health. The background, design, sampling, and field procedures are presented elsewhere
(Kessler et al., 2009b, Kessler et al., 2009a, Kessler et al., 2009c, Merikangas et al., 2009).
Participants ages 13–17 were recruited from a dual-frame sample consisting of household
and school subsamples. Face-to-face, computer-assisted interviews (which included a
modified Composite International Diagnostic Interview) were conducted in the adolescent’s
home by professional interviewers from the Survey Research Center at the Institute for
Social Research at the University of Michigan. The interviews took place between February
2001 and January 2004. While the adolescent was interviewed, his/her parent or parent
surrogate was given a self-administered questionnaire. A short-form version of the
questionnaire was administered to parents who did not complete the long-form version. Each
participating adolescent and his/her parent or guardian provided informed assent and
consent. Recruitment and consent procedures were approved by the Human Subjects
Committees of Harvard Medical School and the University of Michigan.

2.2. Contextual measures
2.2.1. Neighborhood Disadvantage—The Survey Research Center at the Institute for
Social Research at the University of Michigan geocoded residential addresses to U.S.
Census tracts. Neighborhood SES, defined at the Census tract level, is a summary measure
created by Diez-Roux et al., 2001 that has been used previously (Diez Roux et al., 2004,
Henderson et al., 2005, Borrell et al., 2006, Nordstrom et al., 2007). We defined
neighborhoods in the lowest SES tertile as disadvantaged, and those in the middle and upper
tertiles as non-disadvantaged.

Neighborhood SES is made up of six indicators from the U.S. Census Short Form 3 (SF3):
log median household income; % households with interest, dividend, or rental income; log
median value of housing units; % persons over age 25 with high school degree; % persons
over age 25 with college degree; % persons in executive, managerial, or professional
specialty occupations (Diez Roux et al., 2001). The normally distributed summary score
results from summing the z-score of each indicator. In the NCS-A sample, the summary
score has a median value of −0.36 (range: −13.6, 17.8) and a Cronbach’s alpha of 0.83.

2.3. Individual Measures
2.3.1. Outcome measures—Cortisol levels in ng/mL were measured using saliva
samples. Saliva samples were collected in a salivette by passive drool after the participant
chewed on a piece of sugarless gum immediately before and after the interview, while the
interviewer was present. The interviewer’s laptop automatically recorded the time and date
of each sample collection, and interviews lasted an average of 146 minutes (standard
deviation: 32 minutes, range: 28–237 minutes, interquartile range: 124–169 minutes).
Salivettes were treated with sodium azide at Harvard University, centrifuged, and pre-
labeled with subject identification numbers and study information prior to sample collection.
After collection, samples were mailed to NIH where they were stored at −80°C until testing.
Quantification of cortisol levels was done by a radioimmunoassay (Siemens Diagnostic).
The sensitivity of the assay was 0.0165 ng/mL. Intra- and inter-assay coefficients of
variation were 5.4% and 26.0%, respectively. Similar coefficients of variation for this
method have been reported previously (Wirth et al., 2006).

We examined three outcomes in the present study: (1) point-in-time pre-interview cortisol
level, (2) point-in-time post-interview cortisol level, and (3) cortisol rate of change (slope)

Rudolph et al. Page 3

Health Place. Author manuscript; available in PMC 2015 January 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



over the course of the interview, calculated as the difference in post versus pre-interview
levels divided by the length of the interview in hours. These outcomes do not directly map
onto specific HPA axis dimensions. For example, a Trier stress test (Kirschbaum et al.,
1993) measures stress reactivity, but such a test was deemed inappropriate for children by
the NCS-A investigators. Instead, pre- and post-interview samples measure cortisol in
slightly different naturalistic settings. In the case of the pre-interview sample, the adolescent
is interrupted from his/her normal routine for the interview (the adolescent may have been
active—not sitting quietly), and the adolescent is anticipating the new experience of being
interviewed by a stranger as part of a survey of mental health. In the case of the post-
interview sample, the adolescent has been seated for an average of 2 ½ hours and has
finished answering questions that were designed not to be stressful. We hypothesized that
the extent to which neighborhood disadvantage is associated with cortisol may differ slightly
in these two settings. In addition, we hypothesized that cortisol levels would decline over the
course of the interview due to cortisol’s circadian rhythm, the seated nature of the interview,
and the fact that the questions were designed not to be stressful, and that the rate of decline
may also be associated with neighborhood disadvantage.

Cortisol was measured on the first 2490 adolescents enrolled in the NCS-A. Budget
limitations prevented cortisol testing on the full sample. Participants with and without
cortisol measures were similar across most demographic characteristics (see Supplementary
Table 1). They differed slightly in terms of where they were sampled (e.g., region of the
country, urbanicity, neighborhood disadvantage status), when they were sampled (e.g.,
season, time of interview), and in terms of family income, maternal education, current
parental employment, small for gestational age, and smoking status. Five of the 2490
adolescents with cortisol data were excluded, because they resided in Census tracts with
missing or inestimable SF3 indicators, which precluded characterization of their
neighborhood. Removing extreme outlying cortisol values resulted in the exclusion of six
additional participants. A small proportion of adolescents were not able to complete the
interview in one sitting. In an effort to reduce heterogeneity in the post-interview measure,
we excluded those adolescents who took more than four hours to complete the interview
(2.4%) from the post-interview and rate of change outcome analyses. However, inclusion of
those adolescents did not change the inferences (results not shown).

Cortisol peaks in the morning during the cortisol awakening response (CAR) and then
declines over the rest of the day (Chida and Steptoe, 2009). Research suggests that the
association between salivary cortisol levels and SES may be in opposite directions
depending on whether cortisol is measured during the CAR or afterward (Do et al., 2011).
To avoid this source of heterogeneity, we limited our analysis to those adolescents with
measures taken during the late decline portion of the cortisol diurnal cycle (Golden et al.,
2011). We operationalized this by excluding adolescents whose first sample was taken prior
to 10am on a weekday during the school year and prior to noon on a weekend or during
summer vacation (we did not have information on the time the adolescent awoke on the day
of the interview). Participants with cortisol measures during versus after the CAR were
similar across most demographic characteristics (see Supplementary Table 2). There were
slight differences in season, weekend versus weekday, typical weekend bedtime, and family
structure.

2.3.2.Covariate measures—We included covariates that have been recommended
(Leventhal and Brooks-Gunn, 2000) as potentially important covariates to control for in
assessing relationships between neighborhood and mental health in addition to covariates
hypothesized to confound the association between neighborhood and cortisol.
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By definition, confounding variables are not affected by the exposure of interest. In contrast,
mediators (sometimes called explanatory variables) lie on the causal pathway between
exposure and outcome. With this distinction in mind, we controlled for confounding through
the following variables: adolescent age (in years), race/ethnicity, urbanicity, immigrant
generation, citizenship, English as a second language, maternal age at birth (in years),
maternal level of education, region, time of cortisol collection, weekend versus weekday,
and season. Although maternal age at birth and maternal education may have been affected
by prior neighborhood residence (which may be related to current residence), we decided to
include these variables to control for two important measures of family socioeconomic
status (Leventhal and Brooks-Gunn, 2000). Household income (log-transformed) and
parental employment may be thought of as confounders or mediators. We controlled for
these variables in a separate model. Potentially mediating variables included: small for
gestational age status, body-mass index (BMI), typical bedtime, and typical hours of sleep
(Rosmalen et al., 2005, Randler and Schaal, 2010, Bouma et al., 2009).

Although some variables (e.g., adolescent’s age) had no missing data, others had missing
data due to non-response. The two variables with the most missing data were maternal
education (19% missing) and current parental employment (30% missing). Following
recommendations for addressing missing data (Stuart et al., 2009), we performed multiple
imputation by chained equations (van Buuren and Groothuis-Oudshoorn, 2011), creating 10
imputed datasets. This approach may be less biased than one that restricts analyses to those
with complete data (Stuart et al., 2009, Hernan et al., 2004). The imputation model included
variables used in the analysis as well as those predictive of non-response.

2.4. Exclusion criteria—In addition to exclusions described in the Outcome Measures
section, we excluded participants who were currently pregnant (0.3%), diagnosed with
type-1 diabetes (0.9%), taking psychiatric medication (4.8%), possibly taking steroid
mediation for asthma (3.6%), taking oral contraceptives (3.7%), current smokers (5.7%), and
current illicit drug users (8.4%). After applying the exclusion criteria, there were 1646
adolescents in the sample. Four adolescents with a pre-interview measure did not have a
post-interview measure. All adolescents that had a post-interview cortisol measure also had
a pre-interview measure.

2.4. Analytic Approach
2.4.1. Matching—We used a propensity score approach to match adolescents living in
disadvantaged neighborhoods with those in non-disadvantaged neighborhoods to create two
similar groups based on the time and day of cortisol collection as well as demographic
characteristics. We followed the recommendations of Rubin and Thomas and combined
propensity score matching (with replacement) with the more stringent matching
requirements of exact and caliper matching on a subset of particularly influential covariates
(Rubin and Thomas, 2000). Because research suggests that time of day, race, and weekend
versus weekday are important determinants of cortisol levels and reactivity (Randler and
Schaal, 2010, Dickerson and Kemeny, 2004, Hajat et al., 2010, DeSantis et al., 2007), we
exact matched on race/ethnicity and weekend/weekday and matched within calipers of time
of day (0.20 standard deviations).

After exact and caliper matching, adolescents were matched based on their estimated
propensity scores. We estimated a propensity score (Rosenbaum and Rubin, 1983) for each
adolescent from a logistic regression model of living in a disadvantaged neighborhood at the
time of the study as a function of the covariates detailed in Figure 1; the propensity scores
are the resulting predicted probabilities from this model. Covariate balance between the
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disadvantaged versus non-disadvantaged neighborhood groups was achieved in the final
matched dataset (all standardized mean differences less than 15%, Figure 1).

2.4.2. Regression—After matching, between 852 and 894 adolescents remained in the
sample, depending on imputation number. Table 1 describes the final matched sample by
neighborhood disadvantage status. These adolescents resided in between 531 and 550
Census tracts, depending on imputation number. One way to address clustering of people in
neighborhoods is through multilevel models; however, this strategy requires having enough
adolescents within the same neighborhood to accurately estimate neighborhood parameters.
Typical guidance suggests using multilevel models if there are at least 15–30 residents per
neighborhood (Leventhal and Brooks-Gunn, 2000). In this sample, clustering of participants
within neighborhoods was low: there was an average of 1.6 adolescents per neighborhood,
and only 10% of neighborhoods had more than two adolescent participants. Because
multilevel modeling is not recommended in such scenarios, we accounted for clustering by
using the survey package in R to incorporate sampling strata and cluster variables in
standard error estimation using Taylor linearization (Lumley, 2004). This strategy produced
similar results as calculating cluster robust standard errors using a sandwich estimator
(results not shown but available from the first author upon request).

We ran fully parameterized outcome regression models using the final matched dataset and
weighting by the matching frequency weights (to account for matching with replacement) to
estimate associations between living in a disadvantaged versus non-disadvantaged
neighborhood and (1) pre- and (2) post-interview cortisol levels and (3) cortisol slope,
conditional on potential confounders. Although researchers may address confounding by
either (1) including confounders in the propensity score matching model or (2) by including
confounders in the regression model, the propensity score literature recommends combining
propensity score matching with regression (including the same confounders in both models)
in order to best control for confounding (Ho et al., 2007). This type of analysis has the
advantage of being doubly robust, because estimates are consistent if either the propensity
score model is correct or if the outcome model is correct (Ho et al., 2007). Gamma
regression models with a log link were used for the point-in-time cortisol measures. Gamma
regression is appropriate for positive, skewed data, as was the case for these cortisol data,
and gamma regression coefficients have a straightforward multiplicative interpretation
(Faraway, 2006). The exponentiated neighborhood regression coefficient from each of the
pre- and post-interview cortisol models estimates the conditional multiplicative effect of
living in a disadvantaged neighborhood on point-in-time cortisol level. Linear regression
was used to model cortisol slope. The neighborhood regression coefficient for this model
estimates the conditional additive effect of living in a disadvantaged neighborhood on
cortisol slope.

We ran one unadjusted and three adjusted models for each cortisol outcome. Adjusted
Model 1 contained potential confounding variables (listed in Figure 1) that we believe
preceded the adolescent’s neighborhood residence. Adjusted Model 2 added variables that
could be thought of as confounders or mediators: household income and current and
historical parental employment. Adjusted Model 3 added hypothesized mediators of the
neighborhood disadvantage-cortisol association: sleep, BMI, and small for gestational age.
Results for each outcome model were combined across the ten imputed datasets using
Rubin’s combining rules (Rubin, 1987). All analyses were performed using the R statistical
language (version 2.15.1).
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3. RESULTS
Table 1 describes the demographic characteristics of adolescents included in the final
matched dataset by neighborhood disadvantage status. The propensity score matching
procedure described above resulted in adolescents having similar demographic
characteristics between disadvantaged and non-disadvantaged neighborhoods. The mean age
was just under 15 years, and 48% were female. Hispanic, African American, and White
racial/ethnic categories were well represented (31%, 37%, and 28%, respectively), as were
urban, suburban and rural areas (32%, 41%, and 27%, respectively). In this matched dataset,
62% of adolescents were from the Southern region of the U.S., 51% had mothers with a high
school education, and 41% were interviewed in the summer.

We estimated the conditional expected ratios of pre- and post-interview cortisol levels and
conditional expected differences in cortisol rate of change between those living in
disadvantaged versus non-disadvantaged neighborhoods running regression-adjusted models
on matched datasets balanced on covariates of interest. As described in the Methods section,
cortisol measures were limited to those occurring after the cortisol awakening response, so
inference is limited to the late decline portion of cortisol’s circadian rhythm. Unadjusted
model results are included for comparison.

Figure 2 shows the associations between neighborhood disadvantage and (A) pre-interview
cortisol, (B) post-interview cortisol, and (C) cortisol rate of decline for the unadjusted and
adjusted models. In the unadjusted model, adolescents living in disadvantaged
neighborhoods had 7% higher pre-interview cortisol levels than those in non-disadvantaged
neighborhoods (95% CI, 1.00, 1.15), 0.8% higher post-interview cortisol levels (95% CI,
0.93, 1.09), and 0.75 (95% CI, −0.11, 1.60) ×10−2 ng/mL/hr steeper rates of decline (Figure
2).

Model 1 adjusts for covariates listed in Figure 1. In this model, adolescents in disadvantaged
neighborhoods had 19% higher (95% CI, 1.05, 1.34) pre-interview cortisol levels than those
in non-disadvantaged neighborhoods, 4% lower (95% CI, 0.85, 1.07) post-interview cortisol
levels, and 2.47 (95% CI, 0.81, 4.13) ×10−2 ng/mL/hr steeper rates of decline (Figure 2).
Model 2 adjusts for the covariates in Model 1 and also adjusts for household income and
current and previous parental employment. Effect sizes attenuated slightly in this model, but
neighborhood disadvantage residence remained associated with higher pre-interview cortisol
levels (1.15, 95% CI: 1.00, 1.31) and steeper rates of decline (2.38, 95% CI: 0.61, 4.14).

Small for gestational age, BMI, and sleep are all potential mediators of the neighborhood
disadvantage-cortisol relationship. Adjusted Model 3 added these mediating variables to the
covariates included in Adjusted Model 2. The effect sizes attenuated slightly comparing
Model 2 to Model 3 (Figure 2). The association between neighborhood disadvantage
residence and higher pre-interview cortisol levels was no longer significant at the 95%
confidence level (1.13, 95% CI: 0.99, 1.28), but the association between neighborhood
disadvantage and steeper rates of decline remained statistically significant (2.20, 95% CI:
0.52, 3.87).

We also examined the potential explanatory power of each of these mediators by
individually adding them to Adjusted Model 2. Neither the addition of BMI nor small for
gestational age appreciably changed the size of the neighborhood disadvantage parameter
for any of the cortisol outcomes, and inferences remained the same as in Adjusted Model 2.
Sleep variables included the time the adolescent went to bed on weekday nights, the time the
adolescent went to bed on weekend nights, hours of sleep on weekdays, and hours of sleep
on weekends. The addition of sleep variables attenuated the association between
neighborhood disadvantage residence and pre-interview cortisol levels by about 9% and
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rendered it non-significant. Adding sleep variables also attenuated the association between
neighborhood disadvantage and cortisol rate by about 6%, but it remained statistically
significant.

4. DISCUSSION
In a large, U.S. population-based sample, we found that adolescents living in disadvantaged
neighborhoods had higher pre-interview cortisol levels and steeper declines in cortisol over
the course of the interview, perhaps reflecting heightened reactivity to and recovery from the
novel stimulus of the interview. There were no differences in post-interview cortisol levels.
These results add to the nascent body of literature that links neighborhood context and stress
in adolescents.

This study addressed several gaps in the literature. Previous research has been hampered by
small sample sizes and ethnic and geographic homogeneity. We addressed this by using a
large, population-based, and ethnically diverse sample of adolescents. In addition, our use of
propensity score matching methods coupled with regression adjustment addressed
confounding stemming from non-random neighborhood residence.

According to McEwen, there are two key dimensions of the stress response system: (1)
reactivity to an acute stressor and (2) unprovoked, chronic levels of stress hormones
(McEwen, 2007). Both could become dysregulated as a result of chronic stress caused by
residence in a disadvantaged neighborhood. To measure these dimensions precisely requires
controlled laboratory conditions that hold time, day of the week, and certain environmental
variables (e.g., light, temperature, noise) and behaviors (e.g., level of physical activity,
smoking, drinking) constant and protocols that administer either a standardized acute
stressor (e.g., a Trier stress test) or rest period (Hamer et al., 2010). Because such a protocol
was not possible, the cortisol outcomes used in this analysis do not map onto specific HPA
axis dimensions.

Instead, the pre- and post-interview samples reflect slightly different naturalistic settings, as
described in the Methods section. The pre-interview sample may reflect, in part, the
adolescent’s anticipation of a novel interview situation and activity the adolescent was
engaged in prior to the interview. We speculate that the anticipation of the interview may
have provoked an HPA response for some. However, as the interview was conducted in a
familiar environment, it is also possible that adolescents had no HPA response. The rate of
decline in cortisol may reflect some combination of recovery from anticipation and activity
as well as cortisol’s natural diurnal rhythm.

There has been little research on the relationship between cortisol response to novel
situations and neighborhood- and individual-level SES. However, animal research
demonstrates that rats stressed when young (e.g., by a lack of maternal licking/grooming)
are more “neophobic,” with heightened, less controlled stress responses to novel situations
that persist into adulthood (Liu et al., 2000, Liu et al., 1997, Meaney et al., 1994). In human
children, Gutteling et al. found that children of anxious mothers had higher cortisol levels on
the first day of kindergarten than children of non-anxious mothers (Gutteling et al., 2005),
and Hackman et al. found in a sample of African American adolescents that those in
disadvantaged neighborhoods had greater cortisol reactivity to a stress test than those in non-
disadvantaged neighborhoods (Hackman et al., 2012).

If the anticipation of the novel interview situation provoked an HPA axis response for some,
then our findings are congruent with this prior research. However, we recognize that the
steeper slope found for adolescents living in disadvantaged neighborhoods may seem
counterintuitive. Higher pre-interview cortisol levels and steeper slope may imply a
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hypervigilant HPA axis, but one that is still resilient and healthy. As a cross-sectional survey
of adolescents, this study captures a particular developmental window. Over time, repeated
or prolonged hypervigilant responses may succumb to allostatic load, eventually resulting in
desensitization of the HPA axis (Geronimus, 1992, McEwen, 2007).

The post-interview sample may reflect a natural decline as per cortisol’s diurnal rhythm and
perhaps a more restful state. Prior studies of the relationship between resting cortisol and
neighborhood- and individual-level SES have yielded mixed results, possibly due to effect
heterogeneity (Cohen et al., 2006a, Do et al., 2011, Hajat et al., 2010, Karb et al., 2012).
Thus, while we hypothesized higher post-interview cortisol levels in adolescents who
resided in disadvantaged neighborhoods, our null results are not inconsistent with prior
literature. We could have obtained null results either because there is no association between
neighborhood disadvantage and post-interview cortisol levels or because there is an
association but our results are biased or because there is effect heterogeneity that we have
not accounted for. No association between post-interview levels and neighborhood
disadvantage suggests that there is no difference in cortisol levels after sitting for a 2 ½ hour
interview between adolescents in disadvantaged versus non-disadvantaged neighborhoods.

4.1. Sensitivity Analyses
We performed four sensitivity analyses. First, we re-ran the analysis (1) excluding current
smokers but including current drug users and (2) including both current drug users and
current smokers. This tested the sensitivity of our results to the decision to exclude
adolescents who are current smokers and drug users. (Such exclusion criteria are common,
as these substances may affect cortisol levels and responsiveness (e.g., Kirschbaum et al.,
1994, Hinkelmann et al., 2009).) With each inclusion, the effect sizes attenuate (see
Supplemental Table 3). This is expected as we are including individuals whose cortisol
levels may be artificially influenced and therefore may not be at-risk for being influenced by
neighborhood sources of stress. When we exclude smokers only, neighborhood disadvantage
remains associated with cortisol rate of decline, neighborhood disadvantage and post-
interview cortisol levels remain unassociated, and the association between neighborhood
disadvantage and pre-interview cortisol levels remains significant in Adjusted Model 1 but
not in Adjusted Model 2. When we include both current drug users and smokers, there is no
longer a statistically significant association between neighborhood disadvantage and pre-
interview cortisol levels in Adjusted Models 1 or 2. The association between neighborhood
disadvantage and cortisol rate remains significant at the 95% confidence level in Adjusted
Model 1, but not in Model 2.

Second, we re-ran the analysis excluding adolescents who may have experienced severe
adversity during childhood. We operationalized this as excluding individuals who reported
ever being physically abused by a parent (including being beaten up, choked, burned,
kicked, punched, bitten, or threatened with a knife or gun) or reported three or more of the
following: parent suicide attempt, parent suicide completion, parent alcohol abuse, parent
drug abuse, parent arrest or imprisonment. The literature indicates that timing and severity
of exposure to adverse conditions alter HPA axis dynamics in adolescents (Bosch et al.,
2012). Adolescents with moderate levels of childhood adversity may have a hypervigilant
but resilient stress response, whereas adolescents with severe, persistent adversity may
undergo a degree of desensitization leading to blunted cortisol response (Gutteling et al.,
2005, MacMillan et al., 2009, Repetti et al., 2002). Failure to distinguish between these two
subgroups likely results in a partial washout effect. A greater proportion of adolescents with
possible severe adversity lived in disadvantaged neighborhoods (see Table 1), and we would
expect from prior research that they would be more likely to have blunted HPA axis
reactivity. We expected that excluding these adolescents would strengthen the associations
between living in a disadvantaged neighborhood and pre-interview cortisol levels and
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cortisol slope. However, effect estimates changed very little and all inferences remained the
same, possibly because the disadvantaged and non-disadvantaged neighborhood groups
were not much different in terms of possible severe adversity after matching (see Table 1).

Third, we assessed the sensitivity of our results to our decision to use the first tertile to
define neighborhoods as disadvantaged. We repeated our analysis using the 25th, 20th, 15th,
10th, and 5th percentile as cut-points (results not shown, but available from the first author
upon request). The association between neighborhood disadvantage and cortisol slope
remained statistically significant for Adjusted Model 1 for all cut-points except the 5th

percentile. In this case, the association was no longer significant, possibly because the
sample size of the matched dataset was greatly reduced in this case (from N=867 to N=148
for the first imputation). For each alternative cut-point, the parameter estimate of
neighborhood disadvantage on pre-interview cortisol levels remained similar but was no
longer significant at the 95% confidence level, possibly also due in part to a reduction in
sample size.

We found the association between pre-interview cortisol and neighborhood disadvantage to
be sensitive to the current smoker and drug user exclusion criteria in the first sensitivity
analysis and sensitive to different cut-points of neighborhood disadvantage in the third
sensitivity analysis. In contrast, the association between cortisol rate of change and
neighborhood disadvantage was robust. We examined the robustness of this association to
an unobserved confounder in a fourth sensitivity analysis (see details in Supplementary
Material and Supplementary Figure 1) (Vanderweele and Arah, 2011). Assessing sensitivity
to an unobserved confounder is important because although the above methods aim to
approximate the comparability of exposed and unexposed groups found in a randomized
control trial, the exposed and unexposed groups could differ by an unobserved confounder.
Under the assumptions outlined in the Supplementary Material, a binary unobserved
confounder would have to be 20% more prevalent in disadvantaged versus non-
disadvantaged neighborhoods and bias the conditional mean cortisol slope by 98% to make
our estimate no longer significant.

4.2. Strengths and Limitations
In terms of this study, internal validity is compromised if the adolescents who live in
disadvantaged neighborhoods are still not comparable (also called exchangeable) with those
who live in non-disadvantaged neighborhoods after controlling for covariates. Our analytic
approach addresses this challenge in several ways not often used in studies of this kind.
First, the NCS-A collected extensive information from adolescents and their parents that we
were able to use to control for confounding. Second, our matching analytic design allowed
us to explicitly assess covariate balance between the disadvantaged neighborhood group and
non-disadvantaged neighborhood group, and perform the analysis on a subset of the data in
which the two groups are balanced across our list of potential covariates. Third, using the
above matching methods in conjunction with regression can be thought of as a doubly-
robust approach, meaning that if either the propensity-score exposure model or outcome
regression model is correct, then the estimates are unbiased in expectation (Ho et al., 2007).

Our results are subject to several limitations. The summary measure of neighborhood
disadvantage comprises a set of indicators measuring different components of neighborhood
disadvantage, like income, assets, housing value, education, and employment, which should
contain less random measurement error than any one indicator alone. However,
neighborhood disadvantage is still measured with error. First, the summary measure does
not capture all the characteristics that define the latent construct of neighborhood
disadvantage. Second, we use Census tracts as a proxy for neighborhood—neighborhood
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boundaries identified by residents will likely not overlap completely with Census tract
boundaries.

Another limitation is that cortisol is just one of many biomarkers of HPA axis activity. Free,
unbound cortisol can be obtained from saliva samples whereas total—bound and unbound—
cortisol can be obtained from serum samples. Unbound cortisol is likely the more relevant
proxy, because it is thought to be the only component of cortisol to reach the “target tissue
and elicit glucocorticoid effects” (Kirschbaum et al., 1994). Consistent with this idea, saliva
cortisol has been found to better measure adrenal cortical function (Vining et al., 1983) and
HPA axis activity (Gozansky et al., 2005), although saliva and serum cortisol are highly
correlated (Woodside et al., 1991). In addition, measuring cortisol through saliva samples is
non-invasive and does not induce stress—a strength because of cortisol’s sensitivity to stress
(Kirschbaum et al., 1994).

In addition, the variability of cortisol presents a major challenge. Each person has her/his
own activation thresholds and unique diurnal pattern. Within person, cortisol levels depend
on time of day, day of the week, activities, diet, amount of sunshine, etc. Other
epidemiologic studies incorporating cortisol measures in adult samples have sought to
address variability within the limitation of a non-laboratory environment by modeling
within- versus between-person variability of the natural diurnal rhythm of cortisol levels by
collecting multiple measurements per person per day for multiple days. However, this
collection scheme has been shown to be infeasible with adolescents (Halpern et al., 2012),
so we instead applied exclusion criteria and restrictive matching methods to move the
analysis back to a scenario that holds three of the driving sources of variability either
constant or close to constant and limits the analysis to a sample whose cortisol levels are not
artificially influenced by prescription or non-prescription drugs, hormones, or tobacco. This
may provide an initial way forward for the practical researcher wanting to make use of
cortisol measurements in large, epidemiologic studies.

Another limitation is that we cannot infer clinical significance from our results.
Dysregulation of the stress response system may increase risk of mental, cardiovascular,
immunologic, and metabolic disorders (Anisman and Zacharko, 1992, Seeman et al., 2004).
Dysregulation of the HPA axis has also been implicated in unhealthy eating behaviors and
obesity (McEwen, 2007, Sapolsky, 2004). Future research should examine dose-response
relationships and possible threshold effects between cortisol measures and these health
outcomes. Although the associations we found were small, seemingly small differences that
persist over many years may ultimately have profound effects on neurocircuitry and glucose
regulation.

In conclusion, in an ethnically and geographically diverse sample of adolescents, we found
evidence of higher pre-interview cortisol levels and steeper rates of decline over the course
of the interview comparing those living in disadvantaged versus non-disadvantaged
neighborhoods. These findings may reflect a heightened, yet resilient, cortisol response to a
novel interview situation among adolescents living in disadvantaged neighborhoods. This
extends previous animal and laboratory-based research and bolsters the evidence base
suggesting that place may influence the stress response system. Implications of such a
conclusion argue for policies designed to improve the safety and built environment of the
U.S.’s most disadvantaged neighborhoods. More research is needed to further understand
individual and contextual determinants as well as to inform specific policy targets.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Covariate balance pre- and post-matching. Plotted points represent the standardized mean
differences (difference in means between the disadvantaged neighborhood group and non-
disadvantaged neighborhood group standardized by the standard deviation in the
disadvantaged group) for each covariate. Open dots represent standardized mean differences
in the pre-matched data. Closed dots represent standardized mean differences in the post-
matched data. Vertical grey and black dashed lines indicate standardized mean differences
of 10% and 20%, respectively. Participants were exact matched on race/ethnicity and
weekend/weekday, caliper matched on time of sample, and matched on propensity score that
was a function of the covariates listed on the y-axis of the figure.
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Figure 2.
Conditional expected ratios of cortisol levels and conditional expected differences in cortisol
slope during the late decline period comparing adolescents living in disadvantaged versus
non-disadvantaged neighborhoods. Models were matched on and regression-adjusted for
covariates listed in Figure 1. Row A: Ratios of point-in-time pre-interview cortisol levels.
Error bars represent 95% CI for the mean. Row B: Ratios of point-in-time post-interview
cortisol levels. Error bars represent 95% CI for the mean. Row C: Differences in cortisol
slope. Shaded areas represent 95% CI for the mean.
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Table 1

NCSA matched sample characteristics by neighborhood disadvantage status.1

Variable

Disadvantaged
neighborhood (N=602)

Mean (SE)

Non-disadvantaged
neighborhood (N=265)

Mean (SE)

P-value2
(2-sided)

Female, % 48.01 (1.90) 48.50 (4.15) 0.92

Age, y 14.98 (0.10) 14.90 (0.15) 0.59

Race/ethnicity, % 1.00

  Hispanic 30.73 (3.37) 30.73 (6.32)

  Black 37.21 (3.49) 37.21 (6.54)

  Other 4.82 (1.13) 4.82 (1.82)

  White 27.24 (3.37) 27.24 (2.95)

Urbanicity, % 0.69

  Urban center 30.40 (4.13) 35.22 (5.57)

  Suburb 42.02 (3.40) 38.37 (5.28)

  Non-urban 27.58 (3.00) 26.41 (7.60)

Region, % 0.55

  Northeast 10.13 (2.65) 11.79 (2.08)

  Midwest 9.80 (1.61) 6.15 (1.85)

  South 60.80 (3.69) 64.29 (5.39)

  West 19.27 (2.80) 17.77 (3.48)

Household income (log), dollars 10.40 (0.09) 10.63 (0.14) 0.17

Maternal age at birth, y 24.82 (0.30) 24.77 (0.40) 0.92

Maternal level of education, % 0.67

  Less than high school 19.27 (1.59) 18.94 (5.03)

  High school graduate 49.67 (2.44) 54.65 (5.49)

  Some college 21.43 (1.48) 16.61 (2.22)

  College graduate 9.63 (1.42) 9.80 (2.05)

Family structure, %

  Lived with mother whole life 87.71 (1.07) 86.05 (3.67) 0.68

  Lived with father whole life 47.34 (1.93) 46.35 (4.23) 0.83

Immigrant generation, % 0.87

  1st 8.64 (1.19) 9.63 (2.99)

  2nd 16.11 (1.51) 17.11 (3.35)

  3rd or greater 75.25 (2.17) 73.36 (4.02)

Small for gestational age3, % 8.80 (0.79) 6.64 (1.73) 0.31

Physical abuse by parent, % 15.45 (1.54) 17.61 (4.06) 0.59

Three or more parental adversities, % 3.16 (0.61) 1.33 (0.69) 0.11

Season, % 0.78

  Spring 11.13 (2.22) 9.63 (2.60)
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Variable

Disadvantaged
neighborhood (N=602)

Mean (SE)

Non-disadvantaged
neighborhood (N=265)

Mean (SE)

P-value2
(2-sided)

  Summer 42.19 (4.00) 39.87 (4.20)

  Fall 33.39 (3.15) 38.21 (4.52)

  Winter 13.29 (1.94) 12.29 (3.09)

Weekend, % 27.24 (2.43) 27.24 (4.72) 1.00

Interview time, hr 15:37 (0:08) 15:38 (0:14) 0.97

Pre-interview cortisol, ng/mL (×10−2) 25.20 (0.82) 20.68 (1.30) <0.01

Post-interview cortisol, ng/mL (×10−2) 14.07 (0.49) 16.21 (1.47) 0.15

Cortisol slope, ng/mL/hr (×10−2) −4.69 (0.33) −1.84 (0.72) <0.01

1
Matched sample from the first imputation, matching weights used, clustering by neighborhood accounted for.

2
P-values were calculated from the t statistic for continuous covariates and from the chi-squared statistic for categorical covariates.

3
Defined using guidelines in Alexander et al., 1999.
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