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Computational fluid dynamics was used to investigate particle aspiration efficiency in low-
moving air typical of occupational settings (0.1–0.4 m s−1). Fluid flow surrounding an inhaling 
humanoid form and particle trajectories traveling into the mouth were simulated for seven 
discrete orientations relative to the oncoming wind (0°, 15°, 30°, 60°, 90°, 135° and 180°). Three 
continuous inhalation velocities (1.81, 4.33, and 12.11 m s−1), representing the mean inhalation 
velocity associated with sinusoidal at-rest, moderate, and heavy breathing (7.5, 20.8, and 50.3 l 
min−1, respectively) were simulated. These simulations identified a decrease in aspiration effi-
ciency below the inhalable particulate mass (IPM) criterion of 0.5 for large particles, with no 
aspiration of particles 100 µm and larger for at-rest breathing and no aspiration of particles 
116 µm for moderate breathing, over all freestream velocities and orientations relative to the 
wind. For particles smaller than 100 µm, orientation-averaged aspiration efficiency exceeded 
the IPM criterion, with increased aspiration efficiency as freestream velocity decreased. 
Variability in aspiration efficiencies between velocities was low for small (<22 µm) particles, 
but increased with increasing particle size over the range of conditions studied. Orientation-
averaged simulation estimates of aspiration efficiency agree with the linear form of the pro-
posed linear low-velocity inhalable convention through 100 µm, based on laboratory studies 
using human mannequins.

Keywords: aspiration efficiency; CFD inhalability; computational fluid dynamics; continuous inhalation; 
inhalable particulate mass; mouth breathing; orientation averaged; particle aspiration; particle transport; 
ultralow velocity

InTRODuCTIOn

Ogden and Birkett (1975) first identified the con-
cept of the aspiration efficiency of the human 
head. This aspiration efficiency is defined as the 
ratio of particle concentration entering into the 
human mouth/nose relative to the actual con-
centration in the air surrounding the human. To 
understand how humans are exposed to inhaled 
particles, high concentrations of particles within 

a small wind tunnel were generated and directed 
toward a tailor’s mannequin, fitted with sample 
filters inside the mouth. The aspiration efficiency 
of the human head was computed, for a given par-
ticle size, as the ratio of the concentration meas-
ured inside the mouth (Cmouth) to that measured in 
the wind tunnel (Creference):

 A
C

C
= mouth

reference

 (1)

This and other early studies, however, used 
freestream velocities larger than what we now 
understand exist in the typical workplace (Baldwin 
and Maynard, 1998). In workplaces with low air 
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velocities, gravitational settling significantly con-
tributes to the transport of large particles, result-
ing in both horizontal and vertical components 
to particle transport (Anthony and Flynn, 2006; 
King Se et  al., 2010). Lidén and Harper (2006) 
summarize the literature that supports the conclu-
sion that aspiration efficiencies differ significantly 
between calm-air studies and those at higher 
velocities (e.g., 1.0 m s−1).

Wind tunnel experiments investigating large-
particle inhalability at slower velocities have been 
conducted, with initially velocities as low as 0.4 
m/s (Kennedy and Hinds, 2002) and more recently 
0.1 m/s (Sleeth and Vincent, 2009). Commonly, 
studies generate uniform concentrations of solid 
particles with a narrowly graded size distribution, 
while a cyclically breathing mannequin, rotat-
ing on its central axis, collects particles to deter-
mine an orientation-average aspiration efficiency 
relative to the oncoming wind (e.g., Kennedy and 
Hinds, 2002; Sleeth and Vincent, 2012). Others 
have examined aspiration efficiency in calm-air 
chambers, where air motion is negligible and 
particles are delivered to the chamber overhead 
to examine aspiration (Hsu and Swift, 1999) or 
rotated mannequins and reference samplers in 
calm-air chambers (Aitken et al., 1999).

Critical to obtaining aspiration efficiency meas-
ures is the quantification of reference concentra-
tions (Creference) in experimental studies, which 
is the denominator of aspiration calculations. 
While it is relatively straightforward to quantify 
the concentration deposited in the mouth or nose 
of an experimental mannequin, generating and 
quantifying uniform concentrations upstream of 
the breathing mannequin in slow-moving air is 
difficult, particularly for large particles that have 
both horizontal and vertical velocity components 
affected by freestream velocity. While isokinetic 
samplers are employed to sample particles at 
velocities matching the study freestream velocity, 
spatial and temporal variability in particle gen-
eration might be critical to minimizing the uncer-
tainty in aspiration efficiency calculations. For 
example, when examining laminar particle trajec-
tories that terminate in a humanoid form’s mouth 
in previous computational fluid dynamic simula-
tions, particles across an upstream area of 2 cm 
diameter were tracked into the inhaling mouth 
(Anthony and Flynn, 2006). Maintaining uniform 
concentrations over this space for the duration of 
aspiration tests poses experimental challenges.

An alternative approach to wind tunnel experi-
ments has incorporated computational fluid 

dynamics (CFD) models to simulate air and par-
ticle transport around an inhaling human form to 
model aspiration (e.g., Anthony, 2010; King Se 
et al., 2010). In this method, uniform freestream 
velocity and particle generation can be tightly con-
trolled by the experimenter. However, limitations 
in computational resources and model complexity 
have limited the examination of time-dependent 
breathing and omni-directional orientation rela-
tive to oncoming air, limiting the full examination 
of human particle inhalability.

The study presented here builds on previous fac-
ing-the-wind aspiration investigations (Anthony 
and Flynn, 2006; Anthony, 2010)  by rotating 
the human form through 180° and extending the 
range of low velocities to include ultralow flow 
examined by Sleeth and Vincent (2009, 2012). 
While three major simplifications exist in the 
study presented here, namely cyclical breathing 
is simplified as continuous mouth inhalation, ori-
entation simulations are conducted in step-wise 
fashion, and simulations ignore thermal plumes 
associated with a heated mannequin/human, the 
results of this work will provide insight into air 
and particle behavior at discrete orientations rela-
tive to the wind. Orientation-specific and -aver-
aged estimates of aspiration efficiency for these 
inhaling-mouth models will be presented and 
compared to wind tunnel study estimates.

METHODS

Investigations were conducted using computa-
tional fluid dynamics to generate a fluid field sur-
rounding a simulated inhaling mannequin and 
analyzing subsequent particle trajectories to iden-
tify particle aspiration. Geometry, mesh genera-
tion, and fluid simulations were completed using 
Ansys Software (Design Modeler and Fluent 12.1 
and 13.0, Ansys Inc., Lebanon, NH, USA). The 
process required the generation of  physical rep-
resentation of  the inhaling mannequin and wind 
tunnel to be modeled, the generation of  the mesh 
upon which the equations of  fluid flow would be 
solved, and the simulation and verification of 
fluid solutions. Following these steps, particle tra-
jectories were examined to determine the critical 
area upstream of the inhaling simulated human: 
within the critical area, all particles travel and ter-
minate inside the mouth, allowing computation 
of  aspiration efficiency using the ratio of  critical 
area and upstream velocity to mouth area and 
suction velocity, defined by Anthony and Flynn 
(2006):
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 A
A U

A U
= critical critical

mouth mouth

 (2)

where Acritical is the upstream critical area, Amouth 
is the opening area defined as the mouth, Ucritical is 
the upstream freestream velocity within the criti-
cal area, and Umouth is the velocity assigned to the 
simulation to reflect the mouth inhalation velocity.

Table 1 identifies the simulation variables exam-
ined in this study. Fluid simulations were com-
pleted for three freestream velocities of 0.1, 0.2, 
and 0.4 m s−1 to explore aspiration efficiency for 
conditions representing indoor velocities typical 
of occupational settings. This work was limited to 
mouth breathing, represented as steady (continu-
ous) inhalation with velocities set to 1.81, 4.33, 
and 12.11 m s−1, which were selected to be mathe-
matically equivalent to the mean inhalation veloc-
ity of sinusoidal breathing at 7.5, 20.8, and 50.3 
l min−1 to examine at-rest, moderate, and heavy 
breathing, respectively, to cover the range of both 
male and female inhalation rates from the litera-
ture (U.S. EPA, 2011). While most people inhale 
predominantly through the nose at low, at-rest 
breathing rates, a small percentage of the popu-
lation always takes some fraction of air into the 
mouth when breathing (ICRP, 1994), so at-rest 
mouth-only breathing was included in the study 
conditions for two of the freestream velocities (0.2 
and 0.4 m s−1) for examination.

To investigate the influences of orientation on 
particle aspiration, simulations were performed at 
each set of velocity conditions with the humanoid 
oriented at discrete angles relative to the oncom-
ing wind (0°, 15°, 30°, 60°, 90°, 135°, and 180°). 
Zero degree represents facing the wind, and 180° 
is back to the wind. Work by Kennedy and Hinds 
(2002) indicated that aspiration efficiencies were 
greater in the narrow range around 0°, so more 
discrete angles were applied near the forward-fac-
ing direction. Simulations were conducted for the 
individual orientations, and orientation-averaged 
calculations were made for each velocity condition 

and particle size simulated by weighting the seven 
individual estimates by the orientation’s average 
contribution to the full 360° rotation, namely:
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where the subscripts refer to the orientation rela-
tive to the oncoming wind and the weighting fac-
tor represents the proportion of the complete 
rotation that the study angle covers, similar to the 
work of Tsai et al. (1995). To examine the impact 
of including the back-to-the-wind simulations on 
the orientation-averaged aspiration efficiency, a 
‘facing-forward’ estimate for aspiration was com-
puted using only orientations through 90°, again 
weighted by the proportion, this time of only the 
180° covered:

 A A A A A A= + + + +
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Details for each of these simulation setup, solu-
tion verification, and data analysis follow.

Geometry and mesh

A humanoid geometry with realistic facial features 
(50th percentile female-US anthropometric dimen-
sions) but simplified torso (elliptical, truncated at 
hip height) was used to represent the breathing 
human (Fig. 1). While truncation and torso sim-
plification, relative to a complex human shape, was 
anticipated to identify differences in critical area 
positions compared to a more realistic human 
torso, early studies indicated that this simplifica-
tion would have little effect on aspiration estimates 
(Anderson and Anthony, 2012). The humanoid 
geometry was the same as the small nose/small 
lip model from Anthony (2010). However, since 
the assumption of lateral symmetry was inappro-
priate at orientations other than facing-the- and 

Table 1. Test conditions examined in study. The number of conditions examined is indicated by N. 

Parameter Settings N

Geometry Small nose, small lip 1

Freestream velocity (m s−1) 0.1, 0.2, 0.4 3

Inhalation velocity (m s−1) 1.81, 4.33, 12.11 3

Cyclical breathing rate with equivalent mean inhalation  
velocity (l min−1)

7.5, 20.8, 50.3 —

Orientation (°) 0, 15, 30, 60, 90, 135, 180 7

Particle aerodynamic diameter (µm) 7, 22 52, 68, 82, 100, 116 7
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back-to-the-wind orientations, midsagittal bisec-
tion was not used as the humanoid was rotated. 
Rather, both left and right sides of the human-
oid were modeled in the full-width wind tunnel 
geometry.

The mouth opening was positioned between lips 
as a round-edge rectangle (area = 0.0001385 m2). 
A simulated wind tunnel was constructed around 
the humanoid form with the center of the mouth 
opening positioned at the origin (0,0,0). The wind 
tunnel extended 0.875 m above and 0.375 m below 
the mouth center (Z), where a plane of symmetry 
was positioned at hip height. The simulated wind 
tunnel extended laterally (Y) from the mouth cen-
ter to the walls by ±1.14 m and extended 1.85 m 
upstream and 1.80 m downstream (X) from the 
mouth center. These settings allowed sufficient 
distance upstream of the humanoid form for uni-
form velocity development and sufficient distance 
downstream to allow the assumption of no accel-
eration at the wind tunnel exit during simulations, 
with a blockage ratio of ~11%.

The seven discrete orientation geometries were 
made by rotating the humanoid form toward its 
left so that the center of the mouth was main-
tained at the origin (0,0,0), resulting in the right 
side (to the +Y) of the face projecting upstream 
(−X) as the form was rotated. At the facing-the-
wind orientation, the bluff  body centerline was 
located midsagittally at (0,0,0), but as rotation 
progressed through 90°, the bluff  body centerline 
shifted in the +Y direction.

The volume within the simulated wind tun-
nel was then meshed using a paving algorithm 

(Design Modeler, Ansys, Inc.) using triangular 
surface and tetrahedral volume elements. Three 
mesh densities were generated for each test condi-
tion to solve and evaluate the quality of the solu-
tion (mesh independence) from subsequent fluid 
simulations. Mesh refinement ratios were on the 
order of 1.2 between sequentially refined meshes; 
where simulation convergence qualities between 
the three meshes were poor, an additional mesh 
density between the moderate and most-refined 
meshes were generated to assess convergence 
(mesh refinement ratio of 1.11). The most-refined 
meshes contained approximately 2.2 million 
nodes, at which the equations of fluid flow were 
solved. Data describing the mesh densities for 
the most-refined meshes in each geometry inves-
tigated are provided in supplementary data at 
Annals of Occupational Hygiene online.

Fluid simulations

Simulations were performed using Fluent soft-
ware (V12.1 and 13.0, Ansys, Inc.). Boundary 
conditions for the simulation included setting 
uniform inlet velocities to both the wind tunnel 
and the mouth entrance surfaces as per values in 
Table 1. Outflow was assigned to the wind tunnel 
exit, assigning zero acceleration through the sur-
face but computing velocities across the surface 
to assure continuity. The floor of the wind tun-
nel was assigned as a plane of symmetry, allow-
ing flow across but not through the surface. All 
other surfaces were assigned the no-slip condi-
tion (‘wall’). Fluid flow simulations used standard 
k-epsilon turbulent models with standard wall 

Fig. 1. Simulation geometry examples for (a) humanoid at 60° to oncoming wind in simulated wind tunnel and  
(b) humanoid at 15° to oncoming wind. Both images are oriented looking into the domain entrance, with freestream 

velocity directed into the page. In (a), the dark surface is the floor, the light gray rectangle in the center is  
the outflow of the domain, and the medium gray planes are the side and ceiling walls.
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functions, using pressure-based solvers (SIMPLE 
algorithm). Discretization methods used least 
squares cell-based gradient discretization and 
second-order pressure, momentum (upwind), and 
turbulence (upwind). Initial conditions assigned 
to the unknown nodes within the computational 
domain were assigned streamwise velocities equiv-
alent to the inlet freestream under investigation 
and 8% turbulent intensities and viscosity ratios 
of 10.

Simulations were conducted to extract and 
examine solutions when global tolerances reached 
10–3, 10–4, and 10–5. Within a given simulation 
setup (orientation, freestream velocity, and inha-
lation velocity), three-mesh error norms (R2, Stern 
et al., 2001) at each of the tolerance limits were 
computed for each degree of freedom using 3200 
data positions, which ranged in heights from 0.3 
m below to 0.6 m above, laterally from ±0.75 m, 
and 0.75 m upstream to just in front of the mouth 
opening (Table 2).

Model verification included examination of 
both nonlinear iteration and mesh convergence. 
Mesh convergence was indicated when local R2 
was less than unity for all degrees of freedom 
(Stern et al., 2001). To examine the adequacy of 

the linear solver, within-mesh L2 error norms were 
computed to provide an indication of the change 
in value estimates between successively reduced 
global tolerances (Roache, 1998). A target of <5% 
change was established a priori. Once the global 
solution tolerance was determined sufficiently low 
(<5% change in estimated values) and mesh inde-
pendence was assured (regional R2 < 1), particle 
simulations were performed. While velocity meas-
urement data in wind tunnels matching our test 
conditions are limited, qualitative validation was 
performed using streamline images from experi-
ments conducted by Schmees et al. (2008).

Particle simulations

In wind tunnel studies, aspiration efficiency cal-
culations require the assumption of uniform 
particle concentrations. For computational fluid 
dynamics CFD simulations, equation (2) requires 
the same assumption. To maintain the assump-
tion of uniform upstream concentration, particles 
were injected into the solved flow field with veloci-
ties equivalent to the terminal settling velocity of 
the particle under investigation along with the 
freestream velocity in the simulated wind tunnel 
at that release position, with the terminal settling 
velocity computed from Vts = ρpd2g/(18µ), where ρp 
is particle density (1000 kg m−3), g is gravitational 
acceleration (9.81 m s−2), and µ is the air viscosity 
(1.81e−5 N s m−2). Particle simulations were con-
ducted to locate the upstream critical area (Acritical) 
that contained particles that terminate within the 
mouth. Particles of unit density (1000 kg m−3) for 
7, 22, 52, 68, 82, and 116 µm diameters were simu-
lated, to match the size of previously published 
aspiration data (Kennedy and Hinds, 2002), with 
the addition of the 100  µm diameter to provide 
additional information on a maximum inhaled 
particle size. Spherical drag law and length scale 
of 5E-5 m were used; a trapezoidal high-order 
scheme with implicit low-order scheme was used 
to set up the numeric. The accuracy tolerance was 
1E-6 (maximum refinement of 20)  to model the 
particle trajectories. Sensitivity of the solutions to 
these parameters was assessed to determine when 
solutions did not change as a function of refin-
ing the parameters to subsequently smaller values. 
All surfaces on the humanoid form were mod-
eled to terminate the trajectory computation for 
any particle that contacted the head: hence, these 
simulations ignored any secondary aspiration that 
may occur from particles that impacted the face, 
bounced, and then were subsequently inhaled into 
the humanoid mouth.

Table 2. Extraction positions for model verification for 
0° orientation. Bold and italicized (X,Y) coordinates were 
translated with the rotating humanoid form to provide 
solution data at the same relative positions to the inhaling 
mouth. 

X (m) Y (m) Z (m)

−0.015 −0.75 −0.3

−0.02 −0.5 −0.25

−0.025 −0.25 −0.2

−0.03 −0.15 −0.15

−0.05 −0.125 −0.1

−0.1 −0.1 −0.05

−0.25 −0.075 0

−0.5 −0.05 0.05

−0.75 −0.025 0.1

0 0.15

0.025 0.2

0.05 0.25

0.075 0.3

0.1 0.35

0.125 0.4

0.15 0.45

0.25 0.5

0.5 0.55

0.75 0.6
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Simulations of laminar particle trajectories 
were conducted over a grid of upstream positions 
in order to define these upstream critical areas. 
Particles 68 µm and smaller were injected 0.75 m 
upstream of the mouth opening, but since gravi-
tational settling was more significant with larger 
particles in low wind speeds, particles 82 µm and 
larger required injections at closer upstream dis-
tances (0.4 m). At the lowest freestream studied 
(0.1 m s−1) for 110 and 116  µm particles, injec-
tions were required at 0.2 m upstream in order to 
identify trajectories that entered into the inhal-
ing mouth. At these closer distances, the vertical 
release positions for inhaled particles were above 
the head; hence in regions not influenced by the 
presence of the bluff  body or inhalation, veloci-
ties at these positions differed from the mean 
freestream by less than 1%. For a given simula-
tion, particles of a given aerodynamic diameter 
were released upstream of the inhaling humanoid, 
with vertical line releases (ΔZ) stepped through 
fixed lateral positions (ΔY) to locate positions 
associated with the critical area. For each line 
release, the number of particles terminated in the 
mouth was counted.

Aspiration efficiency calculations

The size of the critical area was determined by the 
following:

 A Y ZN
Y,Z

critical
All

trapped= ∑ ∆ ∆  (4)

where ΔY is the distance between successive lat-
eral release positions (0.0005 m), ΔZ is the spac-
ing between particles release (100 particles across 
0.01 m = 0.0001 m), and Ntrapped is the number of 
particles terminating within the mouth across the 
0.01 m vertical distance release. Releases stepped 
through Y and Z positions that were sufficiently 
large to ensure no additional particles would 
enter the inhaling mouth, confirmed through 
both presimulation determination of critical area 
with coarse particle release and examination of 
postsimulation results to ensure at least 0.005 m 
of distances beyond the identified critical areas 
were examined. Once the critical areas were deter-
mined, the aspiration efficiencies were computed 
from equation (2).

The uncertainty associated with the particle 
release distances selected above was assessed. 
Additional particles that were within one ΔZ 
beyond the known inhaled particle might have 
been inhaled, so the maximum critical area was 

computed by assuming one additional particle 
at the top (+Z) and bottom (−Z) of the critical 
area could have been inhaled. These areas were 
at most 1% larger than the critical area computed 
from the observed aspirated particle. The mean 
of observed critical area and the critical area of 
one more particle (above and below) entering the 
mouth were reported as the aspiration efficiency, 
yielding an uncertainty in aspiration efficiency 
fraction estimates of ±0.005.

The shapes of these critical areas were exam-
ined by plotting the edges of the critical areas. The 
plots allow visualization of inhaled particle tra-
jectories and examination of how the humanoid 
head’s facial features affect particle inhalation as 
the humanoid form was rotated away from facing 
the wind.

From orientation-specific aspiration estimates, 
the orientation-averaged aspiration was computed 
for each test condition using equation (3a and 3b). 
Comparisons were made between facing the wind, 
orientation averaged through ±90° (3b), and the 
fully rotated 360° orientation-averaged (3a) aspi-
ration efficiencies. Resulting aspiration estimates 
were examined graphically and compared to pre-
viously published data of Kennedy and Hinds 
(2002) and Sleeth and Vincent (2009).

Mean orientation-averaged aspiration efficien-
cies, by freestream velocity and by mouth-breath-
ing velocity, were computed, as was an overall 
aspiration efficiency for the range of freestream 
velocities and inhalation velocities studied here.

RESuLTS AnD DISCuSSIOn

Fluid simulations

Fluid flow estimates were generated for eight 
velocity conditions and seven orientations, for a 
total of  56 unique fluid flow models. For each of 
these models, a series of  at least three sequentially 
refined meshes were generated (168 simulations). 
For each of  these simulations, three sets of  fluid 
solutions were generated (at global tolerances of 
10–3, 10–4, and 10–5). Simulations were performed 
on 64-bit Windows 7 machines with 12-GB Ram  
and quad-core (single and dual) processors to 
maximize speed and computational storage 
during simulations. Approximately 10–12  days 
of  simulation were required to obtain the full 
set of  solutions for each velocity orientation 
under study.

Evaluation of the nonlinear convergence 
and mesh independence was performed 
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(complete details in supplementary data at Annals 
of Occupational Hygiene online). Local L2 error 
norms were sufficiently below the a priori 5% 
level for all test conditions up to 90° orientation, 
indicating that estimates of velocity, pressure, 
and turbulence parameters were changing less 
than 5% with subsequently lower global solution 
error tolerances. However, at 90° and through 
135° and 180°, velocities (particularly vertical 
but also lateral) were changing by more than 5% 
between global solution error tolerance levels of 
1E-4 and 1E-5, even for the most-refined mesh. 
Supplementary data at Annals of Occupational 
Hygiene online detail the results of convergence 
testing. The R2 error norms, using estimates from 
the same positions, were below unity in most of 
the simulations, with exceedences identifying 
larger freestream velocities for vertical velocity R2 
through 90° and lateral and/or dissipation of tur-
bulence kinetic energy exceeding unity beyond 90° 
for unity at 0.4 m s−1 freestream velocities. While 
this indicates mesh independence was not assured 
numerically, plotting of estimates identified rea-
sonable agreement between meshes, with esti-
mates at one or two positions in each case not in 
agreement, as illustrative graphs shown in supple-
mentary data at Annals of Occupational Hygiene 
online demonstrate. Finally, the y+ values on the 
surface of the humanoid form in the most-refined 
mesh were in the range of 5, sufficiently below 

the desirable range of 11–30, indicating possible 
improvements in the fluid solutions by using scal-
able wall functions in future simulations.

Although field-measured velocity data to vali-
date these simulations over all orientations and 
breathing conditions are limited, comparisons to 
wind tunnel studies of breathing mannequins were 
made. Figure  2 contains flow visualization image 
for an unheated mannequin facing the wind, pro-
vided by D.K. Sleeth (described by Schmees et al., 
2008), with an overlay of the simulated mannequin 
and resulting streamlines in the same central plane. 
The general velocity fields appear similar, with 
deviations associated with the simplified torso pro-
jecting further upstream compared to the manne-
quin’s upper chest. To examine the effect of velocity 
field differences attributed to changes in the suction 
velocity at the mouth, Fig. 3 is provided (0° orien-
tation). While the velocity magnitude in front of 
the inhaling mouth changes by suction velocity set-
ting, the size of the volume in which suction affects 
the upstream flow field is limited to at most twice 
the distance from mouth opening to the nose tip.

Particle simulations and critical areas

Particle simulations were performed using the 
solution provided from simulations with the 
most-refined mesh in the three-mesh series and 
with global solution tolerances of 1E-5. To com-
plete the matrix of all velocities (8 combinations), 

Fig. 2. Comparison of simulated velocity profiles from simulations (0.2 m s−1 freestream, 4.33 m s−1 suction velocity) to 
flow visualization provided by D.K. Sleeth (0.24 m s−1 freestream, 20 l min−1 breathing).
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orientations (7), and particle sizes (7), a total of 
448 series of simulations were completed to deter-
mine critical areas necessary to compute aspiration 
efficiencies. The process was automated by gener-
ating readable journal files to step the simulations 
through ΔY and ΔZ positions and output transcript 
files from which to extract the position coordinates 
and number of particles terminating in the mouth. 
Simulations took approximately 4–8 h for a given 
particle size in a given simulation condition, with 
longer times necessary for the heavy breathing, as 
critical areas were larger for these conditions.

To illustrate particle motion toward the inhaling 
humanoid, Figs 4–6 provide representative parti-
cle trajectories for the 0.4 m s−1 freestream velocity, 
moderate breathing simulations. (Supplementary 
data at Annals of Occupational Hygiene online 
contain video loops of additional conditions.) In 
each image in this series, the lines signify the path 

of particles, released upstream within a fixed lat-
eral (Y) position with spacing of 0.01 m between 
particles. These illustrations are coarser than were 
used to generate critical area data, but illustrate 
how particles travel around the head and torso. 
Particles that terminated in the mouth opening 
indicate inhaled particle from within the upstream 
critical area. At 15° orientation (Fig. 4), all images 
were from releases at Y = 0.01 m (1 cm to the right 
of the mouth center). To illustrate both how par-
ticles travel from within the upstream critical area 
as well as how particles move around the human-
oid head, particle injections for 7  µm particles 
extended from heights (Z) of 0.15 to −0.15 m, but, 
as particle size increased, injections were released 
from higher positions, such as z  =  0.35–0.15 m 
for 100  µm particles. For the smallest particles 
illustrated here, the particles released at positions 
11–14 (1 = top), terminated in the mouth of the 

Fig. 3. Velocity contours near the inhaling mouth for 0.2 m s−1 freestream with (a) 1.81 m s−1, (b) 4.33 m s−1, and  
(c) 12.11 m s−1 suction velocities and (d) 0.4 m s−1 freestream with 4.33 m s−1 suction velocities.  

Legends indicate velocity in meter per second.
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humanoid form. Particles starting at positions 
higher than this location traveled over or around 
the head and continued out of the computational 
domain; particles injected from lower locations 
travelled around the neck prior to leaving the 
computational domain. These figures illustrate 
that as particle size increases, the injection points 
upstream of the humanoid form were moved to 
higher locations as gravitational settling of par-
ticles became significant in particle trajectories 
when moving through slow-moving air.

Figure 5 illustrates particle trajectories for 7 µm 
particles as the humanoid form was rotated. At 
90°, particles traveled from upstream with a slight 
vertical increase, associated with the upward veloc-
ity of air as it approaches the bluff body. Inhaled 
particles were injected near the centerline of the 
bluff body, traveled toward the humanoid form, 
and turned laterally to move around the form. 
Those that were transported sufficiently close to 
the suction of the inhaling mouth were aspirated. 
In this image, particles injected at positions 11–14 

Fig. 4. Example particle trajectories for 0.4 m s−1 freestream velocity and moderate inhalation simulations at 15° 
orientation. Each image shows 20 particles released upstream at 0.01 m to the right of the mouth center (Y), with the top 

particle 0.02 m higher than the bottom one.
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were inhaled into the mouth and are included in 
the critical area. As the humanoid rotated beyond 
90° (Fig. 5b), inhaled particles traveled above the 
top of the head and were captured in the wake of 
the form (positions 3–5) as well as those that were 
positioned lower and traveled around the side of 
the bluff body into the mouth where suction was 
sufficient to capture particles. With the back to the 
wind (180°) (Fig.  5c), the small inhaled particles 
that were those that travel across the top of the 
head (positions 8–10).

Figure 6 illustrates trajectories of larger, 82 µm 
particles for the same conditions. The same trends 
as in the smaller particles were seen—particles 
traveling in front of the mouth were aspirated at 
90°, but for rear-facing orientations, only parti-
cles that traveled over the top of the head were 
aspirated. However, note that the ability of suc-
tion to draw larger, more downwardly travelling 
particles was more difficult for the 90° orientation 

compared to smaller particles. As these larger 
particles passed in front of the mouth, suction 
velocity became more critical to ‘capture’ particles 
moving in front of the mouth.

Once regions of aspirated particles were iden-
tified, particle simulations were completed for all 
velocity, orientations, and particles sizes identi-
fied previously. Figure 7 illustrates the shape and 
positions of critical areas for select particle sizes 
and freestream-inhalation velocities. The critical 
areas for 7 µm particles for 0.4 m/s freestream and 
moderate breathing, with orientations facing the 
wind (0°) through 90°, are illustrated in Fig.  7. 
The symmetrical oval shape reported in previous 
facing-the-wind studies is shown in the 0° orienta-
tion, with the notch at the top that corresponds to 
the reduction in the critical area associated with 
particles depositing on the nose and upper lip. The 
symmetrical shape indicates that particles travel 
into the mouth equally from the left and right side 

Fig. 5. Example particle trajectories for 0.4 m s−1 freestream velocity and moderate inhalation simulations for 7 µm 
particles at orientations (a) 90°, (b) 135°, and (c) 180° relative to the oncoming wind. Each image shows 20 particles 

released upstream with the top particle 0.02 m higher than the bottom one.

Fig. 6. Example particle trajectories for 0.4 m s−1 freestream velocity and moderate inhalation simulations for 82 µm 
particles at orientations (a) 90°, (b) 135°, and (c) 180° relative to the oncoming wind. Each image shows 20 particles 

released upstream with the top particle 0.02 m higher than the bottom one.
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of the face. As the humanoid form rotates toward 
its left through 90°, shape of the critical area loses 
symmetry as the area shifts to the form’s right 
(+Y) as the bluff  body’s centerline also shifts to 
the right during these rotations. Figure  7 illus-
trates critical areas for the same conditions with 
larger particles (82  µm), where the critical areas 
are shifted upward due to gravitational settling, 
and are more narrow, which indicate the lessened 
ability of these particles to turn into the mouth 
from the suction source as the humanoid form 
approaches 90°. In this figure, the critical areas 
for 135° and 180° are included: 82  µm particles 
entered the mouth by passing over the top of the 
head, only, with symmetric results for the back-to-
the-wind condition, but particles passing over the 
left side of the face when traveling to the mouth at 
135°. For other particle sizes, the resulting critical 
areas for the 135° orientation result in two subar-
eas that travel into the inhaling mouth—one from 
the particles travelling over the top of the head on 
the left and a second from those passing around 
the right side of the head into the mouth.

Figure 8 illustrates how the critical area changes 
with freestream and breathing velocity conditions 
studied, using the 15° orientation and 7 µm par-
ticles. Critical areas of these particles are plotted 
for each of the eight velocity conditions studied, 

with round data markers indicating the slowest 
freestream (0.1 m s−1) and the square indicating 
the fastest freestream (0.4 m s−1) in this study. 
Solid data markers are assigned to data from 
heavy breathing (12.81 m s−1) inhalation veloci-
ties, gray markers for moderate breathing (4.33 
m s−1), and unfilled markers for at-rest breathing 
(1.81 m s−1) inhalation. The size of the critical 
area decreases with both (i) increased freestream 
velocity and (ii) decreased inhalation velocity. For 
the 7 µm particles, computed aspiration efficien-
cies approximated unity, as the majority of these 
particles traveled with the freestream and were 
little affected by gravity. Hence, with aspiration 
efficiency directly proportional to the freestream 
velocity but inversely proportional to the veloc-
ity at the mouth, the size ranking of increased 
area with increased velocity into the mouth and 
increased area with decreasing freestream were as 
anticipated, given the relationship between mouth 
velocity and critical area in equation (2).

Aspiration efficiencies

Table  3 presents aspiration efficiencies, as frac-
tions, for each condition examined in this study. 
As anticipated, aspiration efficiency decreased 
with increasing particle size, over all orientations, 
freestream velocities, and inhalation velocities. For 

Fig. 7. Upstream critical areas, within which all particles in the freestream will be inhaled, for (a) 7 µm and (b) 82 µm 
aerodynamic diameter particles injected into the freestream of 0.4 m s−1 with mouth inhalation velocity equivalent to 

moderate breathing (4.33 m s−1).
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at-rest breathing simulations, no particles 100 µm 
or larger traveled into the mouth of the simulated 
human, regardless of freestream velocity or ori-
entation. For moderate breathing simulations, 
particles with aerodynamic diameters of 100 µm 
were aspirated, but at fractions well below the 0.5 
recommended by the American Conference of 
Governmental Industrial Hygienists (ACGIH) 
inhalable particulate mass (IPM) curve (ACGIH, 
2012). For the largest particle size examined 
(116 µm), aspiration efficiency fractions for mod-
erate breathing rate were less than 0.01 for all 
freestream velocities and orientations. Aspiration 
of large particles was not significant unless breath-
ing rates were in the range of 12.11 m s−1, a value 
associated with the mean inhalation velocity of 
‘heavy’ breathing. In these conditions, aspiration 
exceeded the 0.5 IPM criterion across all orienta-
tions for particles up through 82 µm and for many 
orientations through 100  µm. For the 116  µm 
particles, aspiration even for the heavy breath-
ing reduced below the 0.5 IPM limit, providing 

additional indication that the human head has an 
upper limit for particle aspiration, when consider-
ing mean particle trajectories.

Aspiration efficiency estimates compared with 
previous forward-facing estimates (Anthony, 
2010), which used different software for geometry 
and mesh generation and fluid simulations. For 
matched conditions of freestream and breathing, 
aspiration efficiency fraction estimate differences 
averaged 0.004, with estimates for 22 µm particles 
in this study increasing to nearly 1.00, indicat-
ing this work’s smaller spacing between particle 
releases improved the estimates of critical area.

Figure  9 illustrates the mean aspiration effi-
ciency over all test conditions, with error bars 
reflecting ±1 SD, with all conditions having equal 
weighting. Error bars were small for small par-
ticles, as aspiration fractions were nearly similar 
when gravitational settling of particles had lit-
tle influence on particle trajectories. As particle 
size increased, variability in aspiration estimates 
increased as freestream velocity and breathing 

Fig. 8. Critical areas for 7 µm particles at 15° orientation, by velocity conditions of simulation. The number corresponds 
to the freestream velocity, in meter per second, and the letter indicates the inhalation velocity at the mouth (R = at-rest at 

1.81 m s−1, M = moderate at 4.33 m s−1, and H = heavy at 12.11 m s−1).
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Table 3. Aspiration efficiency fraction, by velocity, orientation, and particle size. 

Velocity conditions Particle  
size (µm)

Orientation relative to oncoming wind (0 = facing the wind)

0 15 30 60 90 135 180 Averaged

0.1 m s−1, moderate 
breathing

7 1.003 0.994 0.992 0.989 0.992 0.942 0.627 0.93
22 0.998 0.988 0.983 0.970 0.983 0.799 0.785 0.91
52 0.923 0.909 0.895 0.830 0.894 0.643 0.843 0.82
68 0.842 0.823 0.797 0.736 0.797 0.637 0.757 0.75
82 0.735 0.705 0.673 0.595 0.673 0.574 0.624 0.63
100 0.112 0.117 0.105 0.139 0.105 0.343 0.102 0.17
116 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.1 m s−1, heavy 
breathing

7 1.000 0.996 0.995 0.993 0.999 0.938 0.839 0.96
22 0.999 0.993 0.988 0.983 0.945 0.786 0.854 0.91
52 0.947 0.945 0.938 0.895 0.821 0.766 0.614 0.82
68 0.900 0.894 0.887 0.838 0.733 0.756 0.622 0.78
82 0.825 0.823 0.783 0.761 0.650 0.699 0.697 0.73
100 0.685 0.678 0.655 0.652 0.434 0.510 0.556 0.56
116 0.267 0.275 0.291 0.319 0.097 0.409 0.329 0.29

0.2 m s−1, at-rest 
breathing

7 1.018 0.992 0.992 0.988 0.946 0.675 0.897 0.89
22 1.004 0.988 0.976 0.948 0.866 0.720 0.835 0.87
52 0.892 0.842 0.816 0.671 0.387 0.409 0.752 0.60
68 0.659 0.635 0.650 0.496 0.272 0.390 0.425 0.45
82 0.257 0.202 0.258 0.283 0.106 0.276 0.038 0.20
100 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
116 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.2 m s−1, moderate 
breathing

7 1.009 0.999 0.993 0.990 0.972 0.759 0.879 0.92
22 1.006 0.989 0.983 0.965 0.905 0.854 0.749 0.90
52 0.936 0.909 0.872 0.785 0.679 0.452 0.841 0.71
68 0.860 0.819 0.771 0.653 0.531 0.421 0.750 0.62
82 0.681 0.681 0.645 0.528 0.405 0.422 0.493 0.51
100 0.152 0.133 0.137 0.211 0.179 0.287 0.072 0.19
116 0.000 0.000 0.003 0.007 0.000 0.002 0.000 0.00

0.2 m s−1, heavy 
breathing

7 0.998 0.999 0.994 0.992 0.948 0.822 0.827 0.92
22 0.995 0.994 0.990 0.981 0.895 0.918 0.792 0.93
52 0.940 0.946 0.938 0.893 0.669 0.681 0.643 0.77
68 0.887 0.896 0.876 0.812 0.507 0.602 0.752 0.71
82 0.819 0.829 0.805 0.727 0.378 0.571 0.734 0.64
100 0.510 0.576 0.602 0.563 0.222 0.478 0.531 0.47
116 0.281 0.286 0.302 0.326 0.097 0.365 0.231 0.27

0.4 m s−1, at-rest 
breathing

7 1.021 0.995 0.990 0.995 0.933 0.543 0.822 0.85
22 1.012 0.994 0.967 0.917 0.822 0.516 0.994 0.82
52 0.883 0.868 0.811 0.572 0.335 0.309 0.617 0.53
68 0.663 0.660 0.694 0.374 0.036 0.331 0.098 0.33
82 0.356 0.349 0.347 0.195 0.000 0.209 0.011 0.17
100 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
116 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.4 m s−1, moderate 
breathing

7 1.020 0.993 0.993 0.991 0.982 0.914 0.860 0.96
22 1.000 0.990 0.980 0.948 0.878 0.893 0.795 0.91
52 0.913 0.884 0.842 0.684 0.522 0.582 0.788 0.68
68 0.787 0.786 0.745 0.535 0.282 0.437 0.308 0.49
82 0.560 0.562 0.640 0.409 0.274 0.318 0.223 0.38
100 0.156 0.229 0.224 0.213 0.000 0.267 0.011 0.16
116 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00

0.4 m s−1, heavy 
breathing

7 1.008 0.996 1.010 0.992 0.948 0.914 0.834 0.95
22 1.002 0.988 0.983 0.965 0.895 0.893 0.440 0.87
52 0.920 0.910 0.872 0.779 0.669 0.582 0.617 0.72
68 0.815 0.829 0.789 0.666 0.507 0.437 0.623 0.61
82 0.663 0.697 0.711 0.571 0.378 0.318 0.542 0.50
100 0.462 0.458 0.542 0.443 0.222 0.267 0.299 0.35
116 0.336 0.308 0.311 0.316 0.097 0.216 0.084 0.22
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rate play a larger role in particle motion and the 
determination of whether particles can both pass 
by the bluff  body and the head/facial features to 
be successfully inhaled into the humanoid mouth.

As has been postulated, aspiration efficiency 
was at a maximum in the forward-facing direc-
tion. With rotation away from the wind, aspira-
tion efficiency decreased below this maximum as 
particle size increased, as it becomes more difficult 
for larger particles to travel around the head and 
terminate in the inhaling mouth. For the larger 
sizes in the inhalable range, the average aspira-
tion efficiency estimate was similar between ori-
entations. If  only considering orientations of the 
humanoid head within ±90° of the oncoming 
wind, aspiration was larger than in the case if  the 
humanoid rotates through the full 360°, confirm-
ing decreased aspiration in the backward-facing 
orientations.

Comparison to experimental data and 
IPM curve

Aspiration estimates were compared to published 
data in the literature. Sleeth and Vincent (2011) 
examined orientation-averaged inhalability for a 
mouth-breathing full-scale but truncated manne-
quin (background torso in Fig. 2) at 0.1, 0.24, and 
0.42 m s−1 freestream velocities in a wind tunnel 
(1.22 × 1.22 m cross section, 6 m test length). Their 
work investigated cyclical breathing with minute 
volumes of 6 and 20 l, comparable to the at-rest 

and moderate continuous inhalation velocities 
simulated here. Figure  10 provides mean aspira-
tion estimates by freestream velocity from simula-
tions (solid lines) and experimental data from their 
wind tunnel studies (dashed lines). Since only one 
set of simulation conditions were available for the 
simulation plots, no error bars are available for the 
simulation data; error bars on Sleeth and Vincent 
represent the standard error provided in their 
Table 1. Figure 10a illustrates the at-rest breath-
ing (two matched conditions): general agreement 
between the simulated and measured aspiration 
efficiency is indicated. Figure  10b illustrates the 
more physiologically relevant moderate mouth-
breathing aspirations (three matched conditions): 
the mean estimates of aspiration efficiency for the 
simulations were larger than those of wind tun-
nel experiments, with the exception of the largest 
particle (89.5 µm), where the mean experimental 
value exceeded the simulated estimate. While the 
actual values of freestream and breathing veloci-
ties differed between studies, the trends identified 
by Sleeth and Vincent were consistent with our 
simulations: aspiration efficiency for slow-moving 
air increased with decreasing freestream velocity. 
Differences between the simulation and wind tun-
nel may be attributable to differences in breathing 
pattern: if  so, it appears that the continuous inha-
lation may result in overestimation of orientation-
averaged aspiration efficiency compared to the 
more realistic cyclical breathing. When exhalation 

Fig. 9. Mean aspiration efficiency (fraction) over all simulation conditions.
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is incorporated into the breathing cycle, Schmees 
et  al. (2008) demonstrated that exhalation dis-
turbs the flow field upstream of the facing-the-
wind mannequin significantly for the both minute 
volume rates at 0.1 m s−1 freestream velocity and 
for the 20 l min−1 minute breathing rate at 0.24 m/s 
freestream velocity.

Figure 11 presents the simulated aspiration effi-
ciency results, averaged by freestream velocities 

of 0.1, 0.2, and 0.4 m s−1, compared to the cur-
rent ACGIH IPM criterion and the proposed 
low-velocity aspiration from Aitken et al. (1999). 
Orientation-averaged aspiration efficiencies from 
computational fluid dynamic simulations were 
estimated to be larger than the IPM criterion for 
particles smaller than 62 µm for all velocity con-
ditions, but aspiration was below the IPM crite-
rion for particles larger than 82 µm. The proposed 

Fig. 10. Freestream-averaged aspiration efficiency estimates for mouth breathing from simulations (solid lines and filled 
markers) and from Sleeth and Vincent (2011) experimental studies (dashed lines and open markers) for what we describe 
in this paper as (a) at-rest breathing and (b) moderate breathing. The solid gray line without data markers is the current 

ACGIH IPM curve.
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low-velocity inhalable criterion, originally recom-
mended by Aitken et al. (1999) and supported by 
wind tunnel studies of Sleeth and Vincent (2011), 
was established for 0.2 m s−1 freestream velocities 
with mannequin studies inhaling at 20 l min−1. 
Our simulation data at 0.1 m s−1 (examined at 
continuous inhalation mathematically equivalent 
to the mean inhalation velocities for 20.8 and 50.3 
l min−1) had good agreement with this proposed 
curve up through 100 µm.

Limitations

Although this study expanded the scope of CFD 
simulations to the understanding of large-particle 
inhalability in slow-moving air, there are still limi-
tations associated with the simplifications of the 
model necessary to solve the three-dimensional 
models within a reasonable time frame. First, we 
acknowledge that the cyclical breathing simplifi-
cation ignores the effect of exhaled air on particle 
transport into the human mouth, particularly by 
affecting the airflow patterns upstream and above 
the breathing head. Schmees et al. (2008) clearly 
indicate that the upstream airflow pattern is per-
turbed during inhalation following exhalation, 
and if  large particles travel through this space to 
become inhaled, the airflow and subsequent par-
ticle transport patterns through this space would 
differ from the constant inhalation patterns mod-
eled here. Marr et al. (2005) identified significant 
increases in turbulence intensity in the exhalation 

region, which is not captured in the simplified 
model presented here.

Second, the solution of steady-state fluid 
flow fields at discrete orientations relative to the 
oncoming wind simplifies the real world, where 
workers’ random motion prevails throughout the 
course of a shift. However, by examining airflow 
and particle transport through discrete phases of 
inhalation and rotation, we can evaluate the rela-
tive contribution of these individual factors in the 
overall contribution of real-world phenomenon of 
particle aspiration (e.g., temporal variation during 
breathing, motion). For example, this work con-
firmed that the forward-facing orientation overes-
timates orientation-averaged aspiration and that 
backward-facing orientations (90°–180°) reduce 
inhaled particle exposures via mouth breathing 
across the entire range of inhalable particles.

Computational concerns regarding the low y+ 
values on the humanoid surface indicate improve-
ments to the fluid solutions could be achieved with 
enhanced wall treatments, relative to the stand-
ard wall functions used throughout this mod-
eling. While indoor air simulations are still being 
reported using standard k-epsilon turbulence 
models (Zhang and Chen, 2007; Salmanzadeh 
et  al., 2012), other investigators examining air-
flow around primarily heated bodies have also 
used newer turbulent models, including the Abe-
Nagano low Reynolds number k-epsilon (Zhu 
et  al., 2005), RNG k-epsilon (Ge et  al., 2013): 

Fig. 11. Aspiration efficiency from simulations (solid lines) compared to current IPM criterion and proposed low-velocity 
inhalable criterion (I = 1 − 0.0038dae) from Aitken et al. (1999) (dashed lines).
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these models may improve convergence and 
enhanced accuracy of fluid simulations. Our sim-
ulations also ignored thermal effects, where stud-
ies indicate as much as 0.02 and 0.03 m s−1 upward 
velocity, on average during a breathing cycle, near 
the surface of an inhaling human (Marr et  al., 
2005; Craven and Settles, 2006), with maximum 
velocity reported as 0.16 m s−1. This maximum 
upward flow exceeds the terminal settling velocity 
of 68 µm and smaller particles examined in this 
study and may affect the upstream positions of 
the critical areas determined here.

Simplifications also ignored particle bounce 
(where a particle strikes the surface of the human-
oid form and is allowed to bounce back into the 
freestream where it might be secondarily aspi-
rated). Particle simulations also relied on laminar 
particle trajectories (where we investigated the 
mean path of particles within the flow field, ignor-
ing turbulence that would better represent the 
random component of velocity and particle trans-
port as it moves through turbulent air). Additional 
work is underway to quantify uncertainties associ-
ated with both of these computational simplifica-
tions on aspiration efficiency estimates.

Finally, it is important to clarify that these esti-
mates of particle aspiration apply only to those 
particles with no significant external momentum. 
Particles that are generated from a source such 
as paint aerosol from a sprayer or metal from a 
grinder would not meet the underlying assump-
tion of the uniform particle concentration inher-
ent in this model.

COnCLuSIOnS

Simulations of particle aspiration by an inhaling 
humanoid form, designed to match geometry and 
velocity conditions representative of indoor occu-
pational exposures, were completed for mouth 
breathing over seven discrete orientations relative 
to the oncoming wind. Trends in aspiration effi-
ciency agreed with those reported in experimental 
wind tunnel studies, particularly that lower veloc-
ity air is associated with higher particle aspiration 
than what had been incorporated into the IPM 
sampling criterion. At all orientations relative to 
the oncoming wind, heavier breathing velocities 
were required to transport large particle (100 and 
116 µm) from the freestream into the mouth. Also 
at these heavy breathing rates, orientation-averaged 
and most of the orientation-specific aspiration effi-
ciencies exceeded the IPM sampling criterion for all 
but 100 µm and larger particles. This work further 

supports the current consensus that the exist-
ing inhalable sampler performance convention, 
designed to represent human aspiration of large 
particles, should be updated to provide sampler 
design criterion that reflects aspiration efficiency 
of workers in environments with low-moving air. 
Agreement with the linear inhalable particulate 
mass equation proposed by Aitken et al. (1999) for 
slow-moving air, at least through 100 µm at 0.1 m s−1  
freestream velocity, is supported.

SuPPLEMEnTARy DATA

Supplementary data, including verification analy-
sis and animation of particle trajectory simulation 
results, can be found at http://annhyg.oxfordjour-
nals.org/.
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