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This paper is concerned with the controllability and observability for a class of fractional linear systems with two different orders.
The sufficient and necessary conditions for state controllability and state observability of such systems are established. The results
obtained extend some existing results of controllability and observability for fractional dynamical systems.

1. Introduction

In the last three decades, interest in fractional calculus has
experienced rapid growth and at present we can find many
papers devoted to its theoretical and application aspects; see
the work of [1] and the references therein. Fractional order
models of real systems are often more adequate than the
usually used integer order models in electrochemistry [2],
advection dispersion models [3], anomalous diffusion [4],
viscoelasticmaterials [5], fractal networks [6–8], robotics [9],
and so forth. Further, during recent years a renewed interest
has been devoted to fractional order systems in the area of
automatic control; the reader can refer to monograph [10].
Oustaloup [11] initiated the first framework for noninteger
order systems in the automatic control area. Fractional order
control is the use of fractional calculus in the aforementioned
topics, the system being modeled in a classical way or as a
fractional one. From a certain point of view, the applications
of fractional calculus have experienced an evolution analo-
gous to that of control following two parallel paths depending
on the starting point: the time domain or the frequency
domain [12–14].

Controllability and observability are two of the most
fundamental concepts in modern control theory. They have
close connections to pole assignment, structural decompo-
sition, quadratic optimal control, observer design, and so
forth [15, 16]. In the past ten years, many results have been
obtained on controllability and observability of fractional

order systems. Chen et al. [17] proposed robust controllability
for interval fractional order linear time invariant systems,
whereas Adams and Hartley [18] studied finite time con-
trollability for fractional systems. The controllability condi-
tions for fractional control systems with control delay were
obtained in [19]. Shamardan and Moubarak [20] extended
some basic results on the controllability and observability of
linear discrete-time fractional order systems and developed
some new concepts inherent to fractional order systems with
analytical methods for checking their properties. Balachan-
dran et al. [21] obtained controllability criteria for fractional
linear systems, and then this result is extended to nonlinear
fractional dynamical systems by using fixed point theorem.
In recent paper [22], necessary and sufficient conditions of
controllability and observability for fractional linear time
invariant system are included.

However, to the best of our knowledge, there has been
no result about the controllability and observability of frac-
tional linear systems with different orders. In this paper, we
investigated state controllability and state observability of
fractional linear systems with two different orders. We derive
the sufficient and necessary conditions on controllability
and observability for the fractional linear systems with two
different orders.

The paper is organized as follows. Section 2 formulates
the problem and presents the preliminary results. The main
results about controllability and observability for the frac-
tional linear systems with two different orders are given in
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Sections 3 and 4, respectively. Finally, some conclusions are
drawn in Section 5.

2. Preliminaries

Consider the following fractional linear systems with two
different orders:

[
𝑐𝐷𝛼
𝑡
𝑥
1
(𝑡)

𝑐𝐷𝛽
𝑡
𝑥
2
(𝑡)] = [𝐴11 𝐴

12𝐴
21

𝐴
22

] [𝑥1 (𝑡)𝑥
2
(𝑡)] + [𝐵1𝐵

2

] 𝑢 (𝑡) , (1)

where 𝑐𝐷𝛼
𝑡
, 𝑐𝐷𝛽
𝑡
are the Caputo derivative, 0 < 𝛼 < 1, 0 <

𝛽 < 1; 𝑥
1
∈ 𝑅𝑛1 , 𝑥

2
∈ 𝑅𝑛2 are the state vectors; 𝐴

𝑖𝑗
∈ 𝑅𝑛𝑖×𝑛𝑗 ,

𝐵
𝑖
∈ 𝑅𝑛𝑖×𝑚, 𝑖, 𝑗 = 1, 2, are the known constant matrices; 𝑛

1
+

𝑛
2
= 𝑛; 𝑢 ∈ 𝑅𝑚 is the input vector.
When 𝐴

12
= 𝐴
21

= 0, the system (1) reduces to the
following form:

[
𝑐𝐷𝛼
𝑡
𝑥
1
(𝑡)

𝑐𝐷𝛽
𝑡
𝑥
2
(𝑡)] = [𝐴11 0

0 𝐴
22

] [𝑥1 (𝑡)𝑥
2
(𝑡)] + [𝐵1𝐵

2

] 𝑢 (𝑡) . (2)

We first give some definitions about fractional calculus;
for more details, see [10, 23, 24].

Definition 1. Riemann-Liouville’s fractional integral of order
𝛼 (𝛼 > 0) for a function ℎ : (0,∞) → 𝑅 is defined as

0
𝐷−𝛼
𝑡

ℎ (𝑡) = 1
Γ (𝛼) ∫𝑡

0

(𝑡 − 𝑠)𝛼−1ℎ (𝑠) 𝑑𝑠, (3)

where Γ(𝛼) = ∫∞
0

𝑡𝛼−1𝑒−𝑡𝑑𝑡 is Gamma function.

Definition 2. Riemann-Liouville’s fractional derivative of
order 𝛼 (0 < 𝛼 < 1) for a function ℎ : (0,∞) → 𝑅 is defined
as

0
𝐷𝛼
𝑡
ℎ (𝑡) = 1

Γ (1 − 𝛼)
𝑑
𝑑𝑡 ∫𝑡
0

(𝑡 − 𝑠)−𝛼ℎ (𝑠) 𝑑𝑠. (4)

Definition 3. TheCaputo fractional derivative of order 𝛼 (0 <
𝛼 < 1) for a function ℎ : (0,∞) → 𝑅 is defined as

𝑐

0
𝐷𝛼
𝑡
ℎ (𝑡) = 1

Γ (1 − 𝛼) ∫𝑡
0

(𝑡 − 𝑠)−𝛼ℎ (𝑠) 𝑑𝑠. (5)

Throughout the paper, only the Caputo definition is
used since the Laplace transform allows using initial values
of classical integer order derivatives with clear physical
interpretations.

According to [25], the solution of the system (1) can be
obtained. Therefore, the following lemma holds.

Lemma 4. The solution of system (1) with initial conditions
𝑥
1
(0) = 𝑥

10
and 𝑥

2
(0) = 𝑥

20
is given by

𝑥 (𝑡) = Φ
0
(𝑡) 𝑥
0
+ ∫𝑡
0

Φ (𝑡 − 𝜏) 𝐵𝑢 (𝜏) 𝑑𝜏, (6)

where

𝑥 (𝑡) = [𝑥1 (𝑡)𝑥
2
(𝑡)] , 𝑥

0
= [𝑥10𝑥
20

] , 𝐵 = [𝐵10𝐵
01

] ,

𝐵
10

= [𝐵10 ] , 𝐵
01

= [ 0
𝐵
2

] ,
Φ (𝑡 − 𝜏) = [Φ

1
(𝑡 − 𝜏) Φ

2
(𝑡 − 𝜏)] ,

Φ
0
(𝑡) =

∞

∑
𝑘=0

∞

∑
𝑙=0

𝑇
𝑘𝑙

𝑡𝑘𝛼+𝑙𝛽
Γ (𝑘𝛼 + 𝑙𝛽 + 1) ,

Φ
1
(𝑡) =

∞

∑
𝑘=0

∞

∑
𝑙=0

𝑇
𝑘𝑙

𝑡(𝑘+1)𝛼+𝑙𝛽−1
Γ ((𝑘 + 1) 𝛼 + 𝑙𝛽) ,

Φ
2
(𝑡) =

∞

∑
𝑘=0

∞

∑
𝑙=0

𝑇
𝑘𝑙

𝑡𝑘𝛼+(𝑙+1)𝛽−1
Γ (𝑘𝛼 + (𝑙 + 1) 𝛽) ,

(7)

𝑇
𝑘𝑙

=

{{{{{{{{{
{{{{{{{{{
{

𝐼
𝑛
, 𝑘 = 𝑙 = 0,

[𝐴11 𝐴
12

0 0 ] , 𝑘 = 1, 𝑙 = 0,
[ 0 0
𝐴
21

𝐴
22

] , 𝑘 = 0, 𝑙 = 1,
𝑇
10
𝑇
𝑘−1,𝑙

+ 𝑇
01
𝑇
𝑘,𝑙−1

, 𝑘 + 𝑙 > 1.

(8)

From (8), the following lemma holds.

Lemma 5. The implication

∑
𝑘+𝑙=𝑚

𝑇
𝑘𝑙

= 𝐴𝑚, 𝑚 ∈ 𝑍+, (9)

Holds, where

𝐴 = [𝐴11 𝐴
12𝐴

21
𝐴
22

] . (10)

Proof. When 𝑚 = 1, it follows from (8) that

∑
𝑘+𝑙=1

𝑇
𝑘𝑙

= 𝑇
01

+ 𝑇
10

= 𝐴, (11)

which implies that (9) holds when 𝑚 = 1. Now, suppose that
(9) is true when 𝑚 = 𝑝, 𝑝 ∈ 𝑍+; namely,

∑
𝑘+𝑙=𝑝

𝑇
𝑘𝑙

= 𝐴𝑝. (12)

When 𝑚 = 𝑝 + 1, we get
∑
𝑘+𝑙=𝑝+1

𝑇
𝑘𝑙

= ∑
𝑘+𝑙=𝑝+1

(𝑇
10
𝑇
𝑘−1,𝑙

+ 𝑇
01
𝑇
𝑘,𝑙−1

)

= ∑
𝑘+𝑙=𝑝+1

𝑇
10
𝑇
𝑘−1,𝑙

+ ∑
𝑘+𝑙=𝑝+1

𝑇
01
𝑇
𝑘,𝑙−1

= ∑
𝑘+𝑙=𝑝

𝑇
10
𝑇
𝑘,𝑙

+ ∑
𝑘+𝑙=𝑝

𝑇
01
𝑇
𝑘,𝑙

= 𝑇
10
𝐴𝑝 + 𝑇

01
𝐴𝑝

= 𝐴𝑝+1,

(13)
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which means that (9) holds when 𝑚 = 𝑝 + 1. Reasoning by
mathematical induction, we can immediately conclude that
(9) is true for any𝑚 ∈ 𝑍+.This therefore completes the proof.

3. Controllability

In this section, the sufficient and necessary conditions of
controllability for the fractional linear system (1) with two
different orders are discussed based on previous definitions
and results. Similar to the concepts of controllability for gen-
eral fractional linear systems, the definition of controllability
for fractional linear systems with different orders is given as
follows.

Definition 6. The system (1) is called state controllable on
[0, 𝑇] if given any state 𝑥

0
, 𝑥
𝑡
1

∈ 𝑅𝑛 there exists a control
input signal 𝑢(𝑡) : [0, 𝑇] → 𝑅𝑚 such that the corresponding
solution of system (1) satisfies 𝑥(0) = 𝑥

0
and 𝑥(𝑡

1
) = 𝑥
𝑡
1

, 𝑡
1
∈

[0, 𝑇].
Theorem 7. The system (1) is controllable on [0, 𝑡

1
] if and only

if the controllability Gramian matrix

𝑊
𝑐
(0, 𝑡
1
) = ∫𝑡1
0

Φ(𝑡
1
− 𝜏) 𝐵𝐵𝑇Φ𝑇 (𝑡

1
− 𝜏) 𝑑𝜏 (14)

is nonsingular.

Proof. Suppose that the matrix 𝑊
𝑐
(0, 𝑡
1
) is nonsingular.

Accordingly,𝑊
𝑐
(0, 𝑡
1
) is invertible.Then given an initial state

𝑥(0) = 𝑥
0

̸= 0, choose
𝑢 (𝑡) = 𝐵𝑇Φ𝑇 (𝑡

1
− 𝑡)𝑊−1

𝑐
(0, 𝑡
1
) [𝑥
𝑡
1

− Φ
0
(𝑡
1
) 𝑥
0
] ; (15)

it follows from the solution of system (1) that

𝑥 (𝑡
1
) = Φ

0
(𝑡
1
) 𝑥
0
+ ∫𝑡1
0

Φ(𝑡
1
− 𝜏) 𝐵𝑢 (𝜏) 𝑑𝜏

= Φ
0
(𝑡
1
) 𝑥
0

+ ∫𝑡1
0

Φ(𝑡
1
− 𝜏) 𝐵𝐵𝑇Φ𝑇 (𝑡

1
− 𝜏)𝑊−1

𝑐
(0, 𝑡
1
)

× [𝑥
𝑡
1

− Φ
0
(𝑡
1
) 𝑥
0
] 𝑑𝜏

= Φ
0
(𝑡
1
) 𝑥
0
+ ∫𝑡1
0

Φ(𝑡
1
− 𝜏) 𝐵𝐵𝑇Φ𝑇 (𝑡

1
− 𝜏) 𝑑𝜏

× 𝑊−1
𝑐

(0, 𝑡
1
) [𝑥
𝑡
1

− Φ
0
(𝑡
1
) 𝑥
0
]

= Φ
0
(𝑡
1
) 𝑥
0
+ 𝑊
𝑐
(0, 𝑡
1
)𝑊−1
𝑐

(0, 𝑡
1
) [𝑥
𝑡
1

− Φ
0
(𝑡
1
) 𝑥
0
]

= Φ
0
(𝑡
1
) 𝑥
0
+ [𝑥
𝑡
1

− Φ
0
(𝑡
1
) 𝑥
0
] = 𝑥
𝑡
1

.
(16)

Thus, the system (1) is controllable on [0, 𝑡
1
].

We show the converse by contradiction. Suppose that the
system (1) is controllable on [0, 𝑡

1
], but the matrix𝑊

𝑐
(0, 𝑡
1
) is

singular.Then there exists an 𝑛×1 nonzero vector V such that
0 = V𝑇𝑊

𝑐
(0, 𝑡
1
) V = ∫𝑡1

0

V𝑇Φ(𝑡
1
− 𝜏) 𝐵𝐵𝑇Φ𝑇 (𝑡

1
− 𝜏) V 𝑑𝜏

= ∫𝑡1
0

V𝑇Φ(𝑡
1
− 𝜏) 𝐵

2𝑑𝜏,
(17)

which implies

V𝑇Φ(𝑡
1
− 𝜏) 𝐵 ≡ 0, (18)

for all 𝜏 ∈ [0, 𝑡
1
]. If (1) is controllable, there exists an input

that transfers the initial 𝑥(0) = 𝑥
0
to 𝑥(𝑡

1
) = 0. We choose

𝑥
0
= −Φ−1
0

(𝑡
1
)V; then there exists an input such that

𝑥 (𝑡
1
) = −Φ

0
(𝑡
1
)Φ−1
0

(𝑡
1
) V + ∫𝑡1

0

Φ(𝑡
1
− 𝜏) 𝐵𝑢 (𝜏) 𝑑𝜏 = 0;

(19)

that is,

V = ∫𝑡1
0

Φ(𝑡
1
− 𝜏) 𝐵𝑢 (𝜏) 𝑑𝜏. (20)

Its premultiplication by V𝑇 yields

V𝑇V = ∫𝑡1
0

V𝑇Φ(𝑡
1
− 𝜏) 𝐵𝑢 (𝜏) 𝑑𝜏 = 0, (21)

which contradicts V ̸= 0. So the matrix 𝑊
𝑐
(0, 𝑡
1
) is nonsingu-

lar. The proof is thus completed.

In the following, we consider the special case of systems
(1) with 𝐴

12
= 𝐴
21

= 0. The systems (1) are reduced to

[
[

𝑐𝐷𝛼
𝑡
𝑥
1
(𝑡)

𝑐𝐷𝛽
𝑡
𝑥
2
(𝑡)]]

= [𝐴11 0
0 𝐴

22

] [𝑥1 (𝑡)𝑥
2
(𝑡)] + [𝐵1𝐵

2

] 𝑢 (𝑡) , (22)

which can be rewritten as the following two subsystems:
𝑐𝐷𝛼
𝑡
𝑥
1
(𝑡) = 𝐴

11
𝑥
1
(𝑡) + 𝐵

1
𝑢 (𝑡) , (23a)

𝑐𝐷𝛽
𝑡
𝑥
2
(𝑡) = 𝐴

22
𝑥
2
(𝑡) + 𝐵

2
𝑢 (𝑡) . (23b)

Thus, the following corollary is true.

Corollary 8. The fractional linear system (22) is controllable
on [0, 𝑡

1
] if and only if the controllability Gramian matrix

𝑊
𝑐
(0, 𝑡
1
) = ∫𝑡1
0

[[[[[
[

∞

∑
𝑘=0

(𝑡
1
− 𝜏)(𝑘+1)𝛼−1

Γ ((𝑘 + 1) 𝛼) 𝐴𝑘
11
𝐵
1

∞

∑
𝑙=0

(𝑡
1
− 𝜏)(𝑙+1)𝛽−1

Γ ((𝑙 + 1) 𝛽) 𝐴𝑙
22
𝐵
2

]]]]]
]

×
[[[[[
[

∞

∑
𝑘=0

(𝑡
1
− 𝜏)(𝑘+1)𝛼−1

Γ ((𝑘 + 1) 𝛼) 𝐴𝑘
11
𝐵
1

∞

∑
𝑙=0

(𝑡
1
− 𝜏)(𝑙+1)𝛽−1

Γ ((𝑙 + 1) 𝛽) 𝐴𝑙
22
𝐵
2

]]]]]
]

𝑇

𝑑𝜏

(24)

is nonsingular.
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Proof. When 𝐴
12

= 𝐴
21

= 0, system (1) is reduced to the
system (22). It follows from simple computation that

𝑇
𝑘𝑙

=
{{{{
{{{{
{

𝐼
𝑛
, 𝑘 = 𝑙 = 0,

𝑇𝑙
01
, 𝑘 = 0, 𝑙 = 1, 2, . . . ,

𝑇𝑘
10
, 𝑙 = 0, 𝑘 = 1, 2, . . . ,

0
𝑛
, others,

(25)

where

𝑇
01

= [0 0
0 𝐴
22

] , 𝑇
10

= [𝐴11 0
0 0] ,

Φ
0
(𝑡) = 𝑇

00
+ 𝑇
01

𝑡𝛽
Γ (𝛽 + 1) + 𝑇

02

𝑡2𝛽
Γ (2𝛽 + 1) + ⋅ ⋅ ⋅

+ 𝑇
10

𝑡𝛼
Γ (𝛼 + 1) + 𝑇

20

𝑡2𝛼
Γ (2𝛼 + 1) + ⋅ ⋅ ⋅

= [𝐼𝑛1 0
0 𝐼
𝑛
2

] + 𝑡𝛽
Γ (𝛽 + 1) [0 0

0 𝐴
22

]

+ 𝑡2𝛽
Γ (2𝛽 + 1)[

0 0
0 𝐴
22

]
2

+ ⋅ ⋅ ⋅

+ 𝑡𝛼
Γ (𝛼 + 1) [𝐴11 0

0 0]

+ 𝑡2𝛼
Γ (2𝛼 + 1)[

𝐴
11

0
0 0]

2

+ ⋅ ⋅ ⋅

= [[[[
[

∞

∑
𝑘=0

𝑡𝑘𝛼
Γ (𝑘𝛼 + 1)𝐴

𝑘

11
0

0
∞

∑
𝑙=0

𝑡𝑙𝛽
Γ (𝑙𝛽 + 1)𝐴

𝑙

22

]]]]
]

,

Φ
1
(𝑡) = 𝑇

00

𝑡𝛼−1
Γ (𝛼) + 𝑇

01

𝑡𝛼+𝛽−1
Γ (𝛼 + 𝛽) + 𝑇

02

𝑡𝛼+2𝛽−1
𝛾 (𝛼 + 2𝛽) + ⋅ ⋅ ⋅

+ 𝑇
10

𝑡2𝛼−1
Γ (2𝛼) + 𝑇

20

𝑡3𝛼−1
Γ (3𝛼) + ⋅ ⋅ ⋅

= 𝑡𝛼−1
Γ (𝛼) [𝐼𝑛1 0

0 𝐼
𝑛
2

] + 𝑡𝛼+𝛽−1
Γ (𝛼 + 𝛽) [0 0

0 𝐴
22

]

+ 𝑡𝛼+2𝛽−1
Γ (𝛼 + 2𝛽)[

0 0
0 𝐴
22

]
2

+ ⋅ ⋅ ⋅

+ 𝑡2𝛼−1
Γ (2𝛼) [𝐴11 0

0 0]

+ 𝑡3𝛼−1
Γ (3𝛼)[

𝐴
11

0
0 0]

2

+ ⋅ ⋅ ⋅

= [[[[
[

∞

∑
𝑘=0

𝑡(𝑘+1)𝛼−1
Γ ((𝑘 + 1) 𝛼)𝐴

𝑘

11
0

0
∞

∑
𝑙=0

𝑡𝛼+𝑙𝛽−1
Γ (𝛼 + 𝑙𝛽)𝐴

𝑙

22

]]]]
]

,

Φ
2
(𝑡) = 𝑇

00

𝑡𝛽−1
Γ (𝛽) + 𝑇

01

𝑡2𝛽−1
Γ (2𝛽) + 𝑇

02

𝑡3𝛽−1
Γ (3𝛽) + ⋅ ⋅ ⋅

+ 𝑇
10

𝑡𝛼+𝛽−1
Γ (𝛼 + 𝛽) + 𝑇

20

𝑡2𝛼+𝛽−1
Γ (2𝛼 + 𝛽) + ⋅ ⋅ ⋅

= 𝑡𝛽−1
Γ (𝛽) [𝐼𝑛1 0

0 𝐼
𝑛
2

] + 𝑡2𝛽−1
Γ (2𝛽) [0 0

0 𝐴
22

]

+ 𝑡3𝛽−1
Γ (3𝛽)[

0 0
0 𝐴
22

]
2

+ ⋅ ⋅ ⋅

+ 𝑡𝛼+𝛽−1
Γ (𝛼 + 𝛽) [𝐴11 0

0 0] + 𝑡2𝛼+𝛽−1
Γ (2𝛼 + 𝛽)[

𝐴
11

0
0 0]

2

+ ⋅ ⋅ ⋅

= [[[[
[

∞

∑
𝑘=0

𝑡𝑘𝛼+𝛽−1
Γ (𝑘𝛼 + 𝛽)𝐴

𝑘

11
0

0
∞

∑
𝑙=0

𝑡(𝑙+1)𝛽−1
Γ ((𝑙 + 1) 𝛽)𝐴

𝑙

22

]]]]
]

.

(26)

Therefore, the controllability Gramian matrix in the
Theorem 7 is reduced to

𝑊
𝑐
(0, 𝑡
1
) = ∫𝑡1
0

[[[[[
[

∞

∑
𝑘=0

(𝑡
1
− 𝜏)(𝑘+1)𝛼−1

Γ ((𝑘 + 1) 𝛼) 𝐴𝑘
11
𝐵
1

∞

∑
𝑙=0

(𝑡
1
− 𝜏)(𝑙+1)𝛽−1

Γ ((𝑙 + 1) 𝛽) 𝐴𝑙
22
𝐵
2

]]]]]
]

×
[[[[[
[

∞

∑
𝑘=0

(𝑡
1
− 𝜏)(𝑘+1)𝛼−1

Γ ((𝑘 + 1) 𝛼) 𝐴𝑘
11
𝐵
1

∞

∑
𝑙=0

(𝑡
1
− 𝜏)(𝑙+1)𝛽−1

Γ ((𝑙 + 1) 𝛽) 𝐴𝑙
22
𝐵
2

]]]]]
]

𝑇

𝑑𝜏.

(27)

This completes the proof.

Obviously, the following proposition is true.

Proposition9. The fractional linear system (22) is controllable
if and only if subsystems (23a) and (23b) are all controllable.

In the following, we consider another special case of
system (1). When 𝛼 = 𝛽 in the system (1), it is reduced to

𝑐𝐷𝛼
𝑡
𝑥 (𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑢 (𝑡) , (28)
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where

𝑥 (𝑡) = [𝑥1 (𝑡)𝑥
2
(𝑡)] , 𝐴 = [𝐴11 𝐴

12𝐴
21

𝐴
22

] , 𝐵 = [𝐵1𝐵
2

] .
(29)

Corollary 10. The fractional linear system (28) is controllable
on [0, 𝑡

1
] if and only if the controllability Gramian matrix

𝑊
𝑐
= ∫𝑡1
0

∞

∑
𝑘=0

(𝑡
1
− 𝜏)(𝑘+1)𝛼−1

Γ ((𝑘 + 1) 𝛼) 𝐴𝑘𝐵𝐵𝑇

×
∞

∑
𝐾=0

(𝑡
1
− 𝜏)(𝑘+1)𝛼−1

Γ ((𝑘 + 1) 𝛼) (𝐴𝑇)𝑘𝑑𝜏
(30)

is nonsingular.

Proof. According to the result of Lemma 5, when 𝛼 = 𝛽, we
can obtain

Φ
0
(𝑡) =
∞

∑
𝑘=0

(𝑇
𝑘0

𝑡𝑘𝛼
Γ (𝑘𝛼 + 1) +𝑇

𝑘1

𝑡(𝑘+1)𝛼
Γ ((𝑘 + 1) 𝛼 + 1) + ⋅ ⋅ ⋅ )

= 𝑇
00

+ 𝑇
01

𝑡𝛼
Γ (𝛼 + 1) + 𝑇

02

𝑡2𝛼
Γ (2𝛼 + 1)

+ 𝑇
03

𝑡3𝛼
Γ (3𝛼 + 1) + ⋅ ⋅ ⋅ + 𝑇

10

𝑡𝛼
Γ (𝛼 + 1)

+ 𝑇
11

𝑡2𝛼
Γ (2𝛼 + 1) + 𝑇

12

𝑡3𝛼
Γ (3𝛼 + 1) + ⋅ ⋅ ⋅

+ 𝑇
20

𝑡2𝛼
Γ (2𝛼 + 1) + 𝑇

21

𝑡3𝛼
Γ (3𝛼 + 1)

+ 𝑇
22

𝑡4𝛼
Γ (4𝛼 + 1) + ⋅ ⋅ ⋅ + 𝑇

30

𝑡3𝛼
Γ (3𝛼 + 1)

+ 𝑇
31

𝑡4𝛼
Γ (4𝛼 + 1) + 𝑇

32

𝑡5𝛼
Γ (5𝛼 + 1) + ⋅ ⋅ ⋅

⋅ ⋅ ⋅
= 𝑇
00

+ 𝑡𝛼
Γ (𝛼 + 1) (𝑇

01
+ 𝑇
10
)

+ 𝑡2𝛼
Γ (2𝛼 + 1) (𝑇

02
+ 𝑇
11

+ 𝑇
20
)

+ 𝑡3𝛼
Γ (3𝛼 + 1) (𝑇

03
+ 𝑇
12

+ 𝑇
21

+ 𝑇
30
) + ⋅ ⋅ ⋅

= [𝐼𝑛1 0
0 𝐼
𝑛2

] + 𝑡𝛼
Γ (𝛼 + 1)𝐴 + 𝑡2𝛼

Γ (2𝛼 + 1)𝐴
2

+ 𝑡3𝛼
Γ (3𝛼 + 1)𝐴

3 + ⋅ ⋅ ⋅ =
∞

∑
𝑘=0

𝑡𝑘𝛼
Γ (𝑘𝛼 + 1)𝐴

𝑘.
(31)

For the same reason as before, we get

Φ
1
(𝑡) = Φ

2
(𝑡) =

∞

∑
𝑘=0

∞

∑
𝑙=0

𝑇
𝑘𝑙

𝑡(𝑘+𝑙+1)𝛼−1
Γ ((𝑘 + 𝑙 + 1) 𝛼)

=
∞

∑
𝑘=0

𝑡(𝑘+1)𝛼−1
Γ ((𝑘 + 1) 𝛼)𝐴

𝑘.
(32)

Therefore, by simple computation, the controllability
Gramian matrix of the system (28) can be obtained as (30).
The proof is thus completed.

Remark 11. Corollary 10 is equivalent to the result of
Theorem 2.2 in [21]. Therefore, Theorem 7 of this paper
extends the existing results to a more general case.

4. Observability

In this section, we treat another fundamental property of
the fractional linear system with different orders, namely,
observability with respect to a linear output. Throughout
the rest of this paper, we consider the system (1) with the
following output equation:

[𝑦1 (𝑡)𝑦
2
(𝑡)] = [𝐶11 𝐶

12𝐶
21

𝐶
22

] [𝑥1 (𝑡)𝑥
2
(𝑡)] , (33)

where 𝑦
1

∈ 𝑅𝑝1 , 𝑦
2

∈ 𝑅𝑝2 are the output vectors; 𝑥
1

∈
𝑅𝑛1 , 𝑥

2
∈ 𝑅𝑛2 are the state vectors in the system (1); 𝐶

𝑖𝑗
∈

𝑅𝑝𝑖×𝑛𝑗 , 𝑖, 𝑗 = 1, 2, are the known constant matrices; 𝑝
1
+𝑝
2
=

𝑝.
When 𝐶

12
= 𝐶
21

= 0, the output (33) is reduced to the
following simple form:

[𝑦1 (𝑡)𝑦
2
(𝑡)] = [𝐶11 0

0 𝐶
22

] [𝑥1 (𝑡)𝑥
2
(𝑡)] , (34)

which is equivalent to two suboutput equations as follows:

𝑦
1
= 𝐶
11
𝑥
1
, (35a)

𝑦
2
= 𝐶
22
𝑥
2
. (35b)

Definition 12. The system (1) with the output (33) are called
state observable on [0, 𝑇] if any initial state 𝑥(0) = 𝑥

0
∈ 𝑅𝑛

can be uniquely determined by the corresponding system
input 𝑢(𝑡) and system output 𝑦(𝑡), for 𝑡 ∈ [0, 𝑇].

Define observability Gramian matrix 𝑊
𝑜
(0, 𝑡) as

𝑊
𝑜
(0, 𝑡) = ∫𝑡

0

Φ𝑇
0
(𝜏) 𝐶𝑇𝐶Φ

0
(𝜏) 𝑑𝜏, (36)

where

𝐶 = [𝐶11 𝐶
12𝐶

21
𝐶
22

] . (37)

Theorem 13. The system (1) with the output (33) is observable
on [0, 𝑡

1
] if and only if the observability Gramian matrix

𝑊
𝑜
(0, 𝑡
1
) = ∫𝑡1
0

Φ𝑇
0
(𝜏) 𝐶𝑇𝐶Φ

0
(𝜏) 𝑑𝜏 (38)

is invertible.
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Proof. It follows from Lemma 4 that the output of system (1)
has the following expression:

𝑦 (𝑡) = 𝐶𝑥 (𝑡)
= 𝐶Φ

0
(𝑡) 𝑥
0
+ 𝐶∫𝑡
0

Φ (𝑡 − 𝜏) 𝐵𝑢 (𝜏) 𝑑𝜏. (39)

It is easy to see from Definition 12 that the observability of
system (1) is equivalent to the observability of 𝑦(𝑡) given by

𝑦 (𝑡) = 𝐶Φ
0
(𝑡) 𝑥
0
, (40)

as 𝑢(𝑡) = 0.
Multiplying both sides of (40) by Φ𝑇

0
(𝑡)𝐶𝑇, and integrat-

ing with respect to 𝑡 from 0 to 𝑡
1
, we have

∫𝑡1
0

Φ𝑇
0
(𝑡) 𝐶𝑇𝑦 (𝑡) 𝑑𝑡 = 𝑊

𝑜
(0, 𝑡
1
) 𝑥
0
. (41)

Obviously, the left-hand side of (41) depends on 𝑦(𝑡), and the
right-hand side in (41) does not depend on 𝑦(𝑡), 𝑡 ∈ [0, 𝑡

1
].

Thus, (41) is a linear algebraic equation of 𝑥
0
. If 𝑊

𝑜
(0, 𝑡
1
)

is invertible, then the initial state 𝑥(0) = 𝑥
0
is uniquely

determined by the corresponding system output 𝑦(𝑡), for 𝑡 ∈
[0, 𝑡
1
]. Namely, the system (1) is observable on [0, 𝑡

1
].

Next we show that if 𝑊
𝑜
(0, 𝑡
1
) is singular for all 𝑡

1
, then

system (1) with the output (33) is not observable. Suppose
𝑊
𝑜
(0, 𝑡
1
) is singular; then there exists an 𝑛 × 1 nonzero

constant vector V such that

V𝑇𝑊
𝑜
(0, 𝑡
1
) V = ∫𝑡1

0

V𝑇Φ𝑇
0
(𝜏) 𝐶𝑇𝐶Φ

0
(𝜏) V 𝑑𝜏

= ∫𝑡1
0

𝐶Φ
0
(𝜏) V2𝑑𝜏 = 0,

(42)

which implies that

𝐶Φ
0
(𝜏) V ≡ 0, (43)

for all 𝜏 ∈ [0, 𝑡
1
]. If we choose 𝑥(0) = 𝑥

0
= V, then the output

(33) is given by

𝑦 (𝑡) = 𝐶Φ
0
(𝑡) 𝑥
0
= 𝐶Φ

0
(𝑡) V ≡ 0. (44)

Thus, the initial state 𝑥
0
cannot be uniquely determined by

𝑦(𝑡). Therefore, the system (1) with the output (33) is not
observable. This completes the proof.

Remark 14. When 𝛼 = 𝛽 in the system (1), Φ
0
(𝑡) is

already obtained in the proof of Corollary 10. Therefore, the
observability Gramian matrix in Theorem 13 is

𝑊
𝑜
(0, 𝑡
1
) = ∫𝑡1
0

Φ𝑇
0
(𝜏) 𝐶𝑇𝐶Φ

0
(𝜏) 𝑑𝜏

= ∫𝑡1
0

∞

∑
𝑘=0

𝜏𝑘𝛼
Γ (𝑘𝛼 + 1)(𝐴

𝑇)𝑘𝐶𝑇𝐶
∞

∑
𝑘=0

𝜏𝑘𝛼
Γ (𝑘𝛼 + 1)𝐴

𝑘𝑑𝜏,
(45)

which is the observability Gramian matrix in paper [22]
by denoting 𝐸

𝛼
(𝐴𝑡𝛼) = ∑∞

𝑘=0
(𝜏𝑘𝛼/Γ(𝑘𝛼 + 1))𝐴𝑘. Therefore,

Theorem 13 is actually a generalization of the existing observ-
ability results for the fractional linear system.

When 𝐴
12

= 𝐴
21

= 0 and 𝐶
12

= 𝐶
21

= 0, the system (1)
with the output (33) is reduced to the following state equation
and output equation:

[
[

𝑐𝐷𝛼
𝑡
𝑥
1
(𝑡)

𝑐𝐷𝛽
𝑡
𝑥
2
(𝑡)]]

= [𝐴11 0
0 𝐴

22

] [𝑥1 (𝑡)𝑥
2
(𝑡)] + [𝐵1𝐵

2

] 𝑢 (𝑡) , (46a)

[𝑦1 (𝑡)𝑦
2
(𝑡)] = [𝐶11 0

0 𝐶
22

] [𝑥1 (𝑡)𝑥
2
(𝑡)] , (46b)

which can be rewritten as the following two subsystems with
input and output:

𝑐𝐷𝛼
𝑡
𝑥
1
(𝑡) = 𝐴

11
𝑥
1
(𝑡) + 𝐵

1
𝑢 (𝑡) , (47a)

𝑦
1
(𝑡) = 𝐶

11
𝑥
1
(𝑡) , (47b)

𝑐𝐷𝛽
𝑡
𝑥
1
(𝑡) = 𝐴

22
𝑥
2
(𝑡) + 𝐵

2
𝑢 (𝑡) , (48a)

𝑦
2
(𝑡) = 𝐶

22
𝑥
2
(𝑡) . (48b)

It follows from conditions 𝐴
12

= 𝐴
21

= 0 and 𝐶
12

= 𝐶
21

= 0
that

Φ𝑇
0
(𝑡) 𝐶𝑇𝐶Φ

0
(𝑡)

= [[[[
[

∞

∑
𝑘=0

𝑡𝑘𝛼
Γ (𝑘𝛼 + 1)𝐴

𝑘

11
0

0
∞

∑
𝑙=0

𝑡𝑙𝛽
Γ (𝑙𝛽 + 1)𝐴

𝑙

22

]]]]
]

𝑇

[𝐶11 0
0 𝐶
22

]
𝑇

[𝐶11 0
0 𝐶
22

][[[[
[

∞

∑
𝑘=0

𝑡𝑘𝛼
Γ (𝑘𝛼 + 1)𝐴

𝑘

11
0

0
∞

∑
𝑙=0

𝑡𝑙𝛽
Γ (𝑙𝛽 + 1)𝐴

𝑙

22

]]]]
]
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= [[[[
[

∞

∑
𝑘=0

𝑡𝑘𝛼
Γ (𝑘𝛼 + 1)(𝐴

𝑘

11
)𝑇 × 𝐶𝑇

11
𝐶
11

×
∞

∑
𝑘=0

𝑡𝑘𝛼
Γ (𝑘𝛼 + 1)𝐴

𝑘

11
0

0
∞

∑
𝑙=0

𝑡𝑙𝛽
Γ (𝑙𝛽 + 1)(𝐴

𝑙

22
)𝑇 × 𝐶𝑇

22
𝐶
22

×
∞

∑
𝑙=0

𝑡𝑙𝛽
Γ (𝑙𝛽 + 1)𝐴

𝑙

22

]]]]
]

= [𝐸𝛼 (𝐴
𝑇

11
𝑡𝛼) 𝐶𝑇
11

× 𝐶
11
𝐸
𝛼
(𝐴
11
𝑡𝛼) 0

0 𝐸
𝛽
(𝐴𝑇
22
𝑡𝛽) 𝐶𝑇
22

× 𝐶
22
𝐸
𝛽
(𝐴
22
𝑡𝛽)] ,

(49)

where 𝐸
𝑠
(𝐴𝑡𝑠) = ∑∞

𝑘=0
(𝑡𝑘𝑠/Γ(𝑘𝑠 + 1)) 𝐴𝑘 is Mittag-Leffler function.

Therefore, the following corollary holds.

Corollary 15. Denote 𝐸
𝛼
(𝐴
11
, 𝑡) = 𝐸

𝛼
(𝐴𝑇
11
𝑡𝛼)𝐶𝑇
11

×
𝐶
11
𝐸
𝛼
(𝐴
11
𝑡𝛼) and 𝐸

𝛽
(𝐴
22
, 𝑡) = 𝐸

𝛽
(𝐴𝑇
22
𝑡𝛽)𝐶𝑇
22

×
𝐶
22
𝐸
𝛽
(𝐴
22
𝑡𝛽). Then the system (46a) with the output (46b) is

observable on [0, 𝑡
1
] if and only if the observability Gramian

matrix

∫𝑡1
0

[𝐸𝛼 (𝐴11, 𝑡) 0
0 𝐸

𝛽
(𝐴
22
, 𝑡)] 𝑑𝑡 (50)

is nonsingular.

The following proposition is also true.

Proposition 16. The fractional linear system (46a) with the
output (46b) is observable if and only if the fractional linear
subsystems (47a) with the output (47b) and (48a) with the
output (48b) are all observable.

5. Conclusions

In this paper, the controllability and observability problems
for fractional linear systems with two different orders have
been studied.The sufficient and necessary conditions for state
controllability and state observability of such systems are
established.The results obtained will be useful in the analysis
and synthesis of fractional dynamical systems. Extending
the results of this paper toward fractional linear systems
consisting of 𝑛 subsystems with different orders is a future
work.
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