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ABSTRACT Using a 9.4 T MRI instrument, we have
obtained images of the mouse brain response to photic stim-
ulation during a period between deep anesthesia and the early
stages of arousal. The large image enhancements we observe
(often >30%) are consistent with literature results extrapo-
lated to 9.4 T. However, there are also two unusual aspects to
our findings. (i) The visual area of the brain responds only to
changes in stimulus intensity, suggesting that we directly
detect operations of the M visual system pathway. Such a
channel has been observed in mice by invasive electrophysi-
ology, and described in detail for primates. (ii) Along with the
typical positive response in the area of the occipital portion of
the brain containing the visual cortex, another area displays
decreased signal intensity upon stimulation.

It has been found that the signal-to-noise ratio (S/N) of the
neural responses to stimuli observed in functional magnetic
resonance imaging (fMRI) increases supralinearly with the
static magnetic field strength (measured as flux density, Bo)
(1), as apparently also does the spatial focus to the actual sites
of brain metabolism (2). The largest value of Bo currently used
for humans is 4.1 T (3). Higher field MRI instruments do exist
but are constrained to the study of animals by their magnet
bore sizes. Of course, animals must be immobilized (anesthe-
tized and/or paralyzed) for such investigations. In a separate
report (4), we have shown that although the large dose of
pentobarbital anesthetic required initially inhibits a detectable
murine brain response to visual stimulation, there is a time
window following a bolus administration when growing brain
responses can be detected, before motion artifacts attendant to
arousal preclude fMRI.
We report here studies conducted during this time window.

We have explored 9.4 T fMRI signals in the occipital region
of the mouse brain in response to a flashing, point light source,
which was also varied in the duration of illumination. Preliminary
results have been presented in abstract form (5-8), including
responses to olfactory and whisker-motor stimulations (5).

METHODS
In our experiments, male Swiss-Webster (albino) mice (30-35
g; Taconic Farms; n - 45) were anesthetized with sodium
pentobarbital (60-65 mg/kg, bolus i.p. injection). To avoid
impractical mechanical ventilation, no expressly paralytic drug
was administered. Each animal was positioned rostral end
down in a Bruker imaging probe, its head resting in an
18-mm-diameter cylindrical glass support inside the 25-mm-
diameter saddle-shaped transceiver coil, in which the brain was
centered. A Bruker MSL 400 instrument equipped with a 9.4
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T magnet having a (vertical) free-bore of 89 mm diameter was
controlled by an ASPECT 3000 computer. Inside the magnet,
the animal was ventilated by a stream of air with a flow set to
-7 liters/min at the MSL temperature control unit. The
transceiver coil was tuned and matched at 400.2 MHz.
On a few individuals, sets of thin-sliced (thickness, nominally

0.7 mm), high-resolution (256 x 256 matrix size) coronal
images were obtained that covered the entire brain region. A
simple low flip-angle (a = 25°) gradient echo pulse sequence
was used. The field-of-view was (30 mm)2. The echo time (TE)
(2.5 ms) and repetition time (TR) (500 ms) values were set to
yield images that were mostly spin density-weighted, with a
relatively high S/N from the thin slices. Each image required
-2.1 min to acquire. They were compared to anatomical
photographs in a mouse brain atlas (9) to serve as references
for the fMRI slice selections.

For the fMRI experiments, one end of a coated 1-mm-
diameter optical fiber (Edmund Scientific, Barrington, NJ) had
been inserted through the air tunnel in the bottom of the probe,
into the coil area, and taped to the inner support wall. After the
mouse was positioned, the end of the optical fiber was 5-8 mm
away from the open eyes of the anesthetized animal. The other
end of the optical fiber was located 1-5 mm away from the end
of the output cable of a white light source (Reichert Scientific; 150
W bulb). The latter was controlled by an electronic switch that
caused the light to flash, stroboscopic-like, at 7 Hz. When not
flashing, the light power, measured at the end of the output cable,
was set at either 0.60 ± 0.01 or 0.30 ± 0.01 W.
At the beginning of each fMRI experiment, high (256 x 256)

or intermediate (128 x 128) resolution scout coronal brain
images were acquired in 25 or 12 s, respectively, in order to
locate the visual area by comparison with the spin-density
images. A phase-refocused, steady-state free precession, fast
gradient echo imaging sequence (10) was employed, with
signal detection on only the second echo to provide maximal
T2-weighting. Because of the loss of signal intensity due to the
latter, the slice thickness of these images was increased to 2
mm. Other parameters included a = 25°, field-of-view = (30
mm)2, TE = 3 ms (for the second echo), and TR = 85 ms. Once
the appropriate slice was selected, the visual stimulations were
performed during the acquisition of a "movie" of 32 images,
with the same parameters as for the scout images except for a
smaller data matrix (128 x 64), longer TE (11 ms), and shorter
TR (13 ms). Each movie image was collected in -0.9 s, and
there was usually no delay between images. Before any stim-
ulations, a movie was always obtained to ensure that a steady
baseline of image intensity could be observed. As we reported
elsewhere (4, 7), movie data collections could be profitably
started -1 h after the anesthetic injection (postanesthetic;

Abbreviations: MRI, magnetic resonance imaging; fMRI; functional
MRI; S/N, signal-to-noise ratio; PA, postanesthetic; ROI, region of
interest; BOLD, blood oxygenation level dependent.
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PA), and continued until the animal was aroused enough that
motion artifacts blurred the signal change resulting from the
visual stimulation (typically, -2.5 h PA).
A few movies were collected with 3-s interimage delays to

confirm that there was no change in the pattern of brain
response; for example, due to the stimulation-induced inflow
of fresh, unsaturated blood spin magnetization (11). The lack
of significant dependence of the results on a (between 15° and
35°) also suggested little such effect in our case.

Photic stimulations were performed by using the following
protocols (with the laboratory lighting extinguished). (i) The
length of the stimulation period was systematically varied from
a value of -3.6 s (time for collecting 4 images) up to "18 s
(time for collecting 20 images), with constant intensity (0.6 W)
and frequency (7 Hz). (ii) The light intensity was very quickly
increased or reduced in the middle of 14.4-s stimulations.

After each movie acquisition, the images were examined for
intensity changes due to the brain response by using Bruker
software and the ASPECT 3000 computer. The mean signal
intensities of arbitrarily selected square regions of interest
(ROIs) [between 18 and 72 (12 x 6) rectangular pixels in
extent] from a movie's images were plotted as a function of
time. A sufficient number of different ROIs were studied so
that the entire brain region was effectively examined. (The
72-pixel ROI comprises -8 mm2, or -0.2 of the brain area
visible.) Movie image data were then transferred onto a
VAX-station/3100 computer where image processing (mainly
image algebra) was carried out with a specially written FOR-
TRAN program using GIFA (Oxford Molecular, Paliseau,
France) routines for image display (12). Simple difference (a
movie image with maximum signal intensity change minus a
movie image with baseline intensity) images were displayed
with a seven-color scale that measures percent intensity change
relative to that of the pixel with the greatest intensity in the
baseline image. For presentation, the difference images were
superimposed onto the gray-scale scout image of the same
brain slice by using POSTSCRIPT programming.
The use of simple difference images is reasonable in this

work. Due to the small number of baseline (computer-limited
to typically 20) and "activated" (usually one, for each re-
sponse) images we can obtain in a single movie, an extensive
statistical analysis of our data is not warranted. However, the
high field of our instrument (9.4 T) provides us with the large
signal intensity changes (increases often >30%) expected. For
example, only pixels with intensity changes in excess of ±7%
are shown in fMRIs depicted in this paper (see Fig. 4). At this
level (above the maximum observed in low-field studies), the
reproducibility of the functional maps is quite high: "noise" is
rarely seen. In the fMRIs, the absolute value of the standard
deviation of the baseline intensities of individual pixels (in
percent signal change) is 1.27% (see Fig. 4). Changes larger
than ±5% (below the cutoff threshold) are <0.1% likely to
arise from random fluctuations. The possibility of mistaken
identification of motion artifacts was eliminated by a comput-
er-generated superimposition and examination of the individ-
ual movie images (see below).

In the ROI intensity time-course plots, the absolute values
of the standard deviations of the baseline intensities (in
percent signal change) ranged from 3.65% (see Fig. 3a, open
symbols) to 5.80% (see Fig. 3a, filled symbols). The peak
intensities during responses are well within the 99.9% confi-
dence interval in all cases except those of the open symbols in
Fig. 3b, and even the latter are >95% likely not to arise from
random fluctuations.

RESULTS

Fig. 1 displays 6 of 12 high-resolution (256 x 256) anatomical
coronal images obtained from a mouse in order to locate the
fMRI slice in the brain anatomy. Each is viewed from an

11 mm

-<* fMRI image slice
12 4 789

FIG. 1. Six of 12 coronal anatomical (256 x 256) images of a mouse
head are shown. The view perspective is from an anterior position. The
approximate locations of the image slices are indicated by the vertical
lines in the middle of the figure, along with their thicknesses. The lines
are superimposed on the midsagittal view of the mouse head adapted
from ref. 9. The 12 contiguous slices encompassed the entire brain. The
approximate location of the thicker slice used for fMRI in this work
is also indicated. It roughly comprises anatomical slices 7, 8, and 9 and
is situated mostly anterior to the cerebellum.

anterior position and the twelve are numbered consecutively
from anterior to posterior. The approximate locations of the
six images are indicated by vertical lines drawn on an adapta-
tion of a midsagittal view of the (C57BL/6J strain) murine
brain in the skull (9). The locations were estimated by com-
parison of the images with photographs of stained coronal
brain slices (9), from a knowledge of the average murine brain
dimension (see the scale bar for the midsagittal view in Fig. 1),
and from the thickness (0.7 mm) and contiguity (nominal
center-to-center spacing, 0.8-0.9 mm) of our anatomical im-
age slices. The thicknesses are indicated by the horizontal bars
in the center of Fig. 1, although these also probably serve as
reasonable estimates of location uncertainty as well. Although
the vertical lines suggest perfectly coronal planes, the image
slices could be slightly skewed, in the pitch and/or yaw senses.
The same is true for our scout and functional images. The final
position of the mouse inside the gradient coils cannot be
perfectly controlled or well observed. Sagittal MR images of
the mouse brain are not practical with our set up.

It is important to note that the coronal images seen in Fig. 1
include the entire head. Thus, for example, the small dark void
near the center of image 4 represents the trachea, and the mass
below it a section of the hypoglossus. On either side of the latter
are seen sections of the masseter muscles (not present in the
midsagittal view). The brain section occupies approximately the
top one-third pie-shaped portion of the circular image.
The location of the fMRIs, as well as their thickness, is

indicated in the midsagittal view portion of Fig. 1. An fMRI
slice roughly corresponds to the combination of anatomical
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slices 7, 8, and 9. Thus, it comprises a 2-mm-thick coronal
section mostly anterior to the cerebellum. This encompasses most
of the primary visual cortex (area 17, striate cortex) and the
extrastriate visual regions immediately adjacent to it (area 18a,
extending lateral and anterior to area 17; and area 18b, lying
medial to area 17) (13). Three sinus-caused signal voids are quite
prominent in the image of slice 9. The superior pair most likely
represents ear cavities. The third is surely the esophagus.

Fig. 2 shows temporal plots of the changes of the mean signal
intensity of the pixels in fMRI ROIs containing positively
enhanced areas (see below). The dashed curves are meant only
to guide the eye. As is evident, the observable magnetization
generally reaches a steady-state level after the first 3 to 4 s of
a movie. The 0.6-W stimulations are represented by the step
function envelopes at the bottoms of the plots. (A wave form
depicting the 7-Hz oscillation is seen in the top envelope of Fig.
2.) Brain responses similar to those in Fig. 2 were also observed
when longer delays (3 s) were used between movie images. In
other experiments (not shown), we have also found that the
intensity of the response to a 4.5-s stimulation decreases if the
intensity of the light is reduced to 0.3 W or the flashing
frequency to 2 Hz.

Fig. 2 also displays the dependence of the response on the
stimulation duration. The intercept of the baseline of each plot
on the overall ordinate represents the time elapsed PA, at the
beginning of data acquisition. Thus, over a relatively brief
period of time (-25 min), the stimulation length was varied
from 3.6 to 13.5 s (time for collecting 4 and 15 images,
respectively). When the duration exceeds a value between 5.4
and 7.2 s (time for collecting 8 images), second and third plots,
the response becomes clearly bimodal; correlating with the
times that the light source is switched on and off, respectively.
Typically, the response rises in less than a second after the
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FIG. 2. The effect of stimulation time on the fMRI response is

shown. The duration of (7 Hz) photic stimulations was increased from
3.6 s to 5.4, 7.2, 9.0, and 13.5 s (top to bottom) for a single mouse. These
are indicated by the step function envelopes drawn at the bottoms of
the plots. The intercept of a baseline on the overall ordinate gives the
time elapsed since the administration of sodium pentobarbital anes-
thetic, at the beginning of that stimulation experiment. Dashed lines
are intended only to guide the eye.

beginning of the stimulation. Certainly by the time the stim-
ulation is 7.2 s long, the initial response has declined to the
baseline in 4 s. A very similar response is observed when the
stimulus is switched off. The responses to the two shortest
stimulations (top of Fig. 2) show some evidence of structure.
The increasing intensity of the responses with time elapsed

PA also evident in Fig. 2 is quite reproducible. The local
ordinates for each of the plots (not shown) have identical
scales. In other reports (4, 7), we have quantified this phe-
nomenon and discussed its importance.

Fig. 3 demonstrates that besides responding to the beginning
and the ending of the stimulation, the mouse brain also
responds to sudden isochromatic changes of light intensity
during the course of the stimulus (7 Hz, 14.4-s duration). The
response is the same whether there is a decrease in light
intensity (from 0.6 to 0.3 W), applied '130 min PA (Fig. 3a),
or an increase (from 0.3 to 0.6W), applied to another mouse -170
min PA (Fig. 3b). There are plots in Fig. 3 for data from ROIs
exhibiting negative fMRI responses (open circles), as well as from
those encompassing the major positive changes (filled circles).
The intensity changes are adjusted so that the mean ROI pixel
intensity of the average baseline image is zero. In Fig. 3, there is
no evidence of structure in the "on" responses. Perhaps these
mice were closer to arousal.

Fig. 4 presents images from the experiment of Fig. 3a. Fig.
4a displays a high-resolution (256 x 256) scout image of the
mouse obtained before stimulation. Difference images are
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FIG. 3. Time courses of fMRI changes in response to more

complicated photic stimulation protocols are shown. (a) Results of an
experiment on one mouse for which the light intensity was decreased
midway through a 14.4-s (7-Hz) stimulation. (b) Results for an
experiment on a different mouse in which the light intensity was
increased. The stimulations are indicated by the step function enve-

lopes shown at the bottoms of the plots. 0, Average changes of pixels
in ROIs that included the areas of image enhancement; 0, average
changes in ROIs encompassing foci of decreased intensity. Dashed
lines are intended only to guide the eye.
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overlaid onto the image of Fig. 4a and shown in Fig. 4 b-f. The
difference images are displayed in color, and the color scale
percentage values represent 100 [(S - So)p/So,ma], where S is
the signal intensity in the image acquired during activation, So
is the signal intensity in the baseline image, p is the pixel index,
and So,m, is the intensity of the baseline image pixel with
maximum signal. The ROI with the major increase in intensity
is mostly on the left side of the brain slice displayed (the right
side of the image). This is generally what we observe for most
mice. However, there are noticeable variations, possibly a
feature of the particular centering and orientation of these
slices that-although thin in conventional MRI terms-are
thick relative to the tiny mouse brain. An ROI with decreased
intensity is seen near the superior portion of the brain slice,
and reasonably centrally located.

Fig. 4b shows the areas for this mouse that were activated
1 s after the light was switched on, Fig. 4c presents the

difference image obtained -3.6 s since the light had been
turned on, while Fig. 4d depicts the areas responding 1 s after
the light intensity decrease. Fig. 4e shows the difference image
obtained -3.6 s after the decrease in light intensity and Fig. 4f
depicts the areas responding -2.7 s since switching off of the light.
Fig. 4 c and e demonstrate that the brain has "accommodated" to
the continuing stimulus, showing no response. The three response
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FIG. 4. Coronal images from the experiment of Fig. 3a are shown.
A 256 x 256 image obtained before stimulation is seen in a. In the
other panels, color-coded fMRI difference images are superimposed
on the gray-scale scout image. The color scales are given on either side
of these images. b-f show the images obtained 1, 3.6, 8.1, 10.7, and
17.1 s after the light was switched on, respectively. Thus, b, d, andfshow
the responses to the switching on, the decrease in intensity, and the
switching off of the light, respectively. On the other hand, c and e show
the "accommodation" of the mouse brain to the continued stimulation.

patterns (Fig. 4 b, d, and f), including both the negative and
positive changes, are essentially the same. This is what we usually
observe. (Note that the percentage scales in Figs. 3a and 4 were
calculated differently, as described above.)
No response to stimulation is observed in cerebral regions

outside the visual area (and in more anterior slices as well).
This argues against stimulation-induced motional artifacts.
The lack of obvious motion of this type ("startle" response)
was confirmed by direct observation during the stimulation of
anesthetized mice outside the magnet. Probable motion arti-
facts-not correlated with the stimulation-were sometimes
observed in images. Since these (not shown) appeared as
positive enhancements rather bilaterally located near the
inferior edge of the brain and along the edges of the two large
cavities, we suspect that they represent ear twitches.

DISCUSSION
We can observe strong fMRI responses to photic stimulation,
occurring in the occipital region of the brain of an anesthetized
mouse. In other reports (4, 7), we have shown that this is
possible in a time window between deep anesthesia and early
arousal, during which the magnitudes of the responses grow
exponentially (doubling time, -35 min) as time passes after a
bolus pentobarbital administration.

Besides the temporal correlation with the stimulus, there are
two other features suggesting that the positive fMRI changes
we observe do in fact correspond to responses of the murine
visual system. The first is that positive changes of the magni-
tudes seen in Figs. 3 and 4 are quite to be expected at the very
high field strength of our experiment. Turner, et al. (1) report
an increase of 6% at 1.5 T and 20% at 4.0 T for visual
stimulation studies of the same (unanesthetized) human vol-
unteer that kept the protocol as unchanged as possible. The
different TE values employed (1) were used to calculate (14)
theR [(Tduring response - (T2)before or after response] values at

1.5 T and 4.0 T. The ratio (AR2)4.o/(AR*)i.5 was found to be 5
+ 1 (1), yielding an exponent of 1.6 for the Bo-dependence (1).
With this, the 6% change at 1.5 T (1) combines with the TE
value of 11 ms that we employ to predict a 39% increase at 9.4
T. The average value of the six positive maxima in Fig. 3 is 40%.
That we sometimes observe significantly larger changes (Fig.
3a) could simply be due to partial volume effects. Our ROI
volumes are less than one-tenth of those of the lower-field
experiments (1). The cutoff values (±7%) for the difference
images in Fig. 4 are larger than the maximum changes observed
in low-field studies. Because they are based on the baseline
image pixel with maximum intensity, the percentage scales in
Fig. 4 are more conservative than those of Fig. 3, which are
based on the mean ROI pixel intensity of the average baseline
image. (Recall that Figs. 3a and 4 are different presentations of
the same data.) The second feature is the location of the positive
changes. Electrophysiological studies have detected a region of
cells that responds to binocular input, located in the center of the
visual cortex in the left hemisphere, -1 mm from the midline
(figure 2 of ref. 13). Because of the position and thickness of our
fMRI slices (Fig. 1), it is not possible to further localize the
positive changes we see (Fig. 4) to either the occipital surface of
the left hemisphere of the cerebrum, or to some slightly deeper
cortical layer in a somewhat more anterior position.
Almost all of the now many fMRI studies reported in the

literature have been conducted on awake human subjects.
With visual stimuli (reviewed in ref. 2), as with others, the
fMRI responses are found to be sustained for the length of the
stimulation and had been uniformly reported to be positive
(ignoring occasional weak negative "undershoots" at the ends
of some responses). Our results differ in each of these aspects.
We consider them separately.

Differential Response. An aspect of our results unique for
fMRI is that we see responses only when the light stimulus is
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turned on or off, or when its intensity is changed (Figs. 2-4).
However, firing rate increases of exactly the on and off nature
have been observed in microelectrode recordings from indi-
vidual area 17 neurons of the urethane-anesthetized mouse

(figure 2 of ref. 15). These were induced by a stationary
flashing stimulus subtending 10° of the receptive field (15).
We estimate the size of our stimulus to be very similar (except
that we surely also have significant reflected light from the
glass support walls). The microelectrode responses fade with a

characteristic time of -0.5 s (15), and this explains why we
almost always see only one activated fMRI (acquisition time,
0.9 s) after each stimulus change (Figs. 2 and 3). Thus, we are

directly detecting operations of the "M" ("luminance", or

"broad-band") pathway (16) of the murine visual system. The
other major channel of the vertebrate comprises the two "P"
("color-opponent") streams (17), which manifest a sustained
response to the stimulus (18). The M channel provides exci-
tatory signals for both increments and decrements in illumi-
nation. It is initiated with ON, OFF, and/or ON/OFF bipolar
cells in the retinal ganglia of the vertebrate (16, 19). At least
in the primate, the M pathway remains segregated in the
geniculostriate system (18) before connecting to the primary
visual cortex; but there, and after leaving the striate cortex, the
separation is apparently not as distinct as once thought (20).
The brain actually responds to perceived intensity, or lumi-

nance; one of two primary sensory cues (17). The M pathway
has also been studied with visual evoked potential responses in
anesthetized cats (21). Though the overall pattern used to
stimulate the cats remained isoluminant, the contrast-a mea-
sure of the difference of luminance values within a grating
pattern-was varied (21). The response amplitude was approx-
imately proportional to the logarithm of the absolute value of
the contrast change in the stimulus. Our fMRI results also
seem to reflect an absolute temporal (mathematical) differ-
entiation of the intensity (I) of the light incident on the
eye-i.e., they appear proportional to loI/atl (Fig. 3). Spe-
kreijse and coworkers (22) refer to the "differentiating net-
work....after rectification." Such a pathway quite likely em-
ploys some form of "adapted" membrane channel (23).

Individual cells in the M pathway show the prototypical
ON/OFF responses (15). When one is studying signals that
integrate the actions of many neurons, however, the P channel,
usually operating contemporaneously with the M stream,
causes an observed response that persists for the duration of
the stimulus (18). This is the nature of the result that has been
observed in every visual stimulation fMRI study of awake
humans (cited in ref. 2) of which we are aware. Only one of the
durations (2 s; ref. 24) was as short as our shortest (-3.6 s), but
the longest are greater than our longest ( 18 s). Essentially all
studies have used a "flickering" light source with a flashing
frequency of 6-8 Hz. The period of this oscillation (7-1 =

0.143 s, here; see top of Fig. 2) is much shorter than the typical
image acquisition time (0.9 s, here); one would not be able to
observe the physiological effects that occur with this fre-
quency, if any (21). In many cases, the stimulus also "flickers"
in the spatial sense (the "flickering checkerboard" sources). In
these situations, the retinal image is spatially dynamic and so
the M channel is being continually excited, and thus has the
same sustained response as the P stream. However, our
stimulus flickers only in the temporal sense. In some of the
human activation studies, the stimulation seems somewhat
similar to ours in this regard (although it is often not clear
whether there is more than one "point"), and yet sustained
responses are observed.
Why do we directly detect the M stream in our experiments?

At least three hypotheses occur to us.

(i) A P channel is not excited. Perhaps our isochromatic
stimulus does not excite a P channel. However, even when an
awake subject is very still and nonblinking, uncontrolled eye
movements cause the retinal image to be spatially dynamic

even when the stimulus is not (21). Thus, a continually excited
M channel yields a response that appears like that of a P
channel. In the anesthetized cat visual evoked potential stud-
ies, the animals were also pharmaceutically paralyzed in order
to suppress eye movements (21). Although pentobarbital is not
thought of as a paralytic agent, it is quite possible that it does
act as such at the high doses required for rodent studies. The dose
used here is more than an order of magnitude greater than the
human clinical dose (2-4 mg/kg; ref. 25). In examinations outside
theNMR magnet, therewere certainly no eye movements evident
in the heavily anesthetized mouse. Studies ofvisual perception by
the awake but paralyzed human have been made (26).

(ii) A P channel is not responsive. Perhaps the M pathway
recovers from the effects of the anesthetic before a P channel
does, which may not occur before the mouse exhibits signifi-
cant motion. An intriguing locus for such a differential anes-
thesia effect could be the lateral geniculate nucleus of the
thalamus, "the gateway to the cortex" (27). This is much closer
to the brainstem, and the two pathways are certainly still
separate in this brain structure. The M channel employs the
two magnocellular layers while the P stream employs the four
parvocellular layers (hence their names) of lateral geniculate
nucleus neurons. Since different kinds of nerve cells are
involved, it is not unreasonable to postulate that an anesthetic
agent molecule could act differently on them (28). The lateral
geniculate nucleus has been suggested as the possible site of
suppression of the M pathway during saccadic eye movements
(29). It is interesting that such suppression was historically
characterized as a kind of "anesthesia" (30).

(iii) A P channel is not important. Perhaps the mice do not
have a significant P pathway. After all, they are nocturnal
animals for whom color-sensitivity and high spatial resolution
are not so important. Such animals "have mainly receptors for
dim light (rods)" (31). Indeed, Mangini and Pearlman (15)
found that half of the area 17 neurons they studied with
microelectrodes in the anesthetized mouse exhibited responses
such as we see in Fig. 2; they refer to these as having nonoriented
retinal receptive fields. It may be possible to test aspects of these
hypotheses. With larger animals, one can administer a drug that
selectively affects ON bipolar cells (16). One can also employ
isoluminant or isochromatic stimuli that evoke the P or M
pathways, respectively (29).

Negative fMRI Changes. Recently, Menon, et al. (2) have
reported high-field (4 T) studies of visual stimulation in awake
humans in which some pixels exhibit a very small negative
fMRI change during the first 2-3 s of the response. This is
followed by a switch to a larger positive change for the duration
of the 10-s stimulation and for a few seconds thereafter. After
the present paper was submitted, four abstracts have appeared
that report sustained negative fMRI changes in some brain
regions for cognitive/motor (32) and mental imagery (33)
protocols with awake human subjects, and for visual stimula-
tions of anesthetized monkeys (34) and awake humans (35).
The manifestation of the BOLD (blood oxygenation level

dependent), or Ogawa, mechanism as a positive enhancement
in fMRI has generally been interpreted as a reflection of
hyperoxygenation of the blood in the ROI vasculature (14, 36).
Thus, a negative change would naturally be considered to be
a sign of hypooxygenation.tt
From the principles underlying the BOLD mechanism (36), we

can make the following generalizations for the signal from water

ttStrictly speaking, the use of the term oxygenation in this context is
not appropriate. It connotes the fraction of blood hemoglobin iron
that is oxygenated (1 minus the fraction that is deoxygenated).
However, the quantity that is the main determinant of the bulk
magnetic susceptibility of the blood is the actual concentration of
deoxyhemoglobin-iron, [deoxyhemoglobin-ironblood]. The concen-
tration of oxyhemoglobin-iron makes almost no contribution (figure
15 of ref. 36).
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spins around a blood vessel with a given orientation in Bo. The
most likely sources of a positive BOLD effect are an increase in
blood oxygenation with a fixed vessel radius and/or a decrease in
vessel radius with a fixed level of oxygenation, whereas for a
negative BOLD effect, a decrease in blood oxygenation with a
fixed vessel radius and/or an increase in vessel radius with a fixed
level of oxygenation. However, it seems unlikely that capillary
radii change during activation, if ever (37). Thus, in active (and
inactive) capillary beds, changes in BOLD effects probably do
reflect changes in blood oxygenation level (actually, the [deoxy-
hemoglobin-ironblod] value). Arterioles, however (and probably
also venules), can transiently change size during activation (38).
The magnitude of an fMRI response based on a BOLD effect,
moreover, also depends on the orientation of the vessel in Bo and
the proximity of other vessels (36). Of course, any practical MRI
ROI contains a large ensemble of vessels with distributions of
sizes and orientations in Bo (36).
The average [deoxyhemoglobin-ironbood] value in a capil-

lary will decrease if any increase in aerobic glycolysis in the
neurons surrounding it is more than compensated by an
increase in the linear flow of blood through it. This would
cause a positive BOLD effect-an increase in image intensity.
This might happen in a capillary bed supplying the activated
nerve cells but it could also happen (to an even greater extent)
in capillary beds serving neurons enjoying no increase in
activity but supplied by the same arterial system as the first
capillary bed (39). This is possible because blood flow appears
to be regulated by dilation at the arteriole (and probably
venule) level (37). The hyperoxygenation of capillary beds by an
increase in flow without a corresponding increase in neuronal
activity is probably mimicked in experiments involving controlled
periods of hypercapnia. These have been clearly shown to cause
an increase in blood flow (37) on the one hand, and to give rise
to a positive BOLD effect in fMRIs (40) on the other hand.
The average [deoxyhemoglobin-ironblood] value in a capil-

lary will increase if an increase in aerobic glycolysis in the
neurons surrounding it is not compensated by an increase in
the linear flow of blood through it. Since the BOLD mecha-
nism is sensitive only to the concentration of the paramagnetic
product of aerobic glycolysis, this would cause a negative
BOLD effect; a decrease in image intensity. Because such a
phenomenon would be expected to happen only in the capillary
beds actually serving the neurons with increased activity, it would
likely arise from a small region of tissue. Its measurement might
be rendered difficult by partial volume effects, or impossible by
larger positive BOLD effects from more extensive nearby regions
in the same voxel. Our nominal voxel size (-220 nl) is only
one-fifth of that (-1 ,l) in even the highest resolution fMRI
studies carried out on humans at 4 T (41), which is, in turn, an
order of magnitude smaller than usual. This may help us to
observe the negative fMRI changes that we do see.
The exact substrate of the negative fMRI changes observed

(Fig. 4) is not known. Certainly, the superior sagittal sinus
passes through the slice in this region. However, its tangent is
fairly parallel to Bo at this point. A cylinder perfectly parallel
to Bo gives absolutely no BOLD effect (36). Also, the conven-
tional wisdom in the fMRI community is that a large draining
vein gives rise to a positive BOLD effect. It is intriguing to note
that the murine pineal gland is located in the region exhibiting
the negative fMRI change (see the midsagittal view in Fig. 1).
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