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Posttranslational regulation of clock proteins is an essential part of
mammalian circadian rhythms, conferring sensitivity to metabolic
state and offering promising targets for pharmacological control.
Two such regulators, casein kinase 1 (CKI) and F-box and leucine-
rich repeat protein 3 (FBXL3), modulate the stability of closely
linked core clock proteins period (PER) and cryptochrome (CRY),
respectively. Inhibition of either CKI or FBXL3 leads to longer
periods, and their effects are independent despite targeting pro-
teins with similar roles in clock function. A mechanistic under-
standing of this independence, however, has remained elusive.
Our analysis of cellular circadian clock gene reporters further differ-
entiated between the actions of CKI and FBXL3 by revealing oppo-
site amplitude responses from each manipulation. To understand
the functional relationship between the CKI-PER and FBXL3-CRY
pathways, we generated robust mechanistic predictions by applying
a bootstrap uncertainty analysis to multiple mathematical circadian
models. Our results indicate that CKI primarily regulates the accu-
mulating phase of the PER-CRY repressive complex by controlling
the nuclear import rate, whereas FBXL3 separately regulates the
duration of transcriptional repression in the nucleus. Dynamic sim-
ulations confirmed that this spatiotemporal separation is able to
reproduce the independence of the two regulators in period reg-
ulation, as well as their opposite amplitude effect. As a result, this
study provides further insight into the molecular clock machinery
responsible for maintaining robust circadian rhythms.
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Circadian rhythms are autonomous, near-24-h oscillations that
coordinate daily changes in physiology and metabolism.

Because circadian and metabolic regulators are tightly in-
tegrated, circadian disruptions often manifest in metabolic dis-
ease (1). Recent efforts have therefore sought to gain a mechanistic
understanding of these pathways, such that the metabolic burdens
imposed by a 24-h society might be mitigated. Posttranslational
regulators, which play key roles in connecting circadian and met-
abolic processes, serve as likely targets for future therapeutics,
demonstrated by the wealth of available circadian-active small
molecules (2, 3).
Oscillations in circadian gene transcription are generated

through a time-delayed transcription-translation negative-feed-
back loop. In mammals, transcription factors CLOCK and
BMAL1 promote transcription of E box-containing genes Period
(Per) and Cryptochrome (Cry) (Fig. 1A). PER and CRY protein
products form heterodimers to accumulate in the nucleus, in
which PER is stoichiometrically limiting (4), and subsequently
close the negative feedback loop by inhibiting CLOCK-BMAL1–
promoted gene expression. Although steady-state endpoint assays
have shown the possibility of nuclear entry of CRY without PER
(5–7), experiments from Per1−/−Per2−/− mice demonstrated that
PER proteins are required for the timely nuclear accumulation of
CRY (4). Clearance of nuclear repressors reactivates CLOCK-
BMAL1, allowing the cycle to begin anew (8).

The stabilities of PER and CRY are tightly regulated: PER
proteins are phosphorylated by the casein kinase I family of
proteins (CKIδ/e), prompting β-transducin repeat containing
protein (β-TrCP)–mediated degradation (9) and nuclear import
(10). The degradation of CRY proteins is separately regulated by
the SCFFBXL3 ubiquitin ligase complex (11–13). The activities of
both CKI-PER and F-box and leucine-rich repeat protein 3
(FBXL3)-CRY may be further coupled to the cell’s metabolic
state through AMPK signaling (14). These posttranslational
regulatory mechanisms have a strong effect on period length.
Increasing or decreasing CKI-dependent PER phosphorylation
shortens or lengthens the period, as demonstrated by the gain-of-
function mutant CKIetau, leading to hyperphosphorylation of
PER (15, 16), and small molecule CKI inhibitors such as long-
daysin (17), respectively. In contrast, increased CRY stability
leads to longer periods, as shown by genetic mutations of FBXL3
(12, 13) and KL001, a small molecule inhibitor of FBXL3-de-
pendent CRY degradation (18). Because the scale and complexity
of the circadian network complicate an intuitive understanding of
these relationships, mathematical models have played important
roles in understanding how these manipulations affect circadian
period (9, 15, 18).
Given that both CKI and FBXL3 pathways similarly regulate

the stability of linked negative factors, it was thought that simul-
taneous perturbations to both pathways might lead to nonadditive
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effects: i.e., the slowest link would determine the period (19).
This relationship was expected because the stabilities of both
nuclear PER and CRY were thought to be important in the
determination of clock kinetics (16, 18). However, both small
molecule (18) and genetic experiments (19) have demonstrated
the independent period effects of CKI and FBXL3 post-
translational regulations, as the inhibition of one pathway does
not diminish the sensitivity of the other. This observation may be
explained by a recent clarification of the canonical clock feed-
back circuit, where dissociated CRY was revealed as the domi-
nant repressor of CLOCK-BMAL1–mediated E box transcription
(5). This distinction helps differentiate between the roles of the
otherwise similar PER and CRY proteins, in which the main role
of PER in transcriptional repression is likely regulating the
timing of CRY’s nuclear accumulation. Therefore, although
previous mathematical models in which PER acts as a direct
repressor have proposed mechanisms for CKI-dependent period
lengthening (15, 20), they are likely not suitable for distin-
guishing between CKI-PER– and FBXL3-CRY–mediated
period change.
In this study, we used human cells harboring clock gene

reporters together with mathematical modeling to gain insight
into the relationship between PER and CRY posttranslational
regulation. Consequently, we provide a mechanism by which
CKI-dependent PER phosphorylation controls the circadian
period separately from the FBXL3-CRY pathway. The resulting
detailed understanding of PER and CRY regulation in the core
feedback loop provides a framework on which to interpret
metabolic and pharmacological control of circadian rhythms.

Results and Discussion
Longdaysin and KL001 Yield Opposite Effects on the Amplitude of
Circadian Reporter Expression. To better understand both the
CKI-PER and FBXL3-CRY pathways, we first studied the
effects of small molecule compounds longdaysin and KL001,
which cause stabilization of PER and CRY, respectively (17, 18)
(Fig. 1A). We used Bmal1- and Per2-dLuciferase (dLuc) as cir-
cadian reporters, which represent different loops of the core
clock mechanism and show circadian luminescence rhythms with
mutually opposite phase. Time course data on circadian reporter
expression under increasing concentrations of longdaysin and
KL001 (18) were analyzed for period and amplitude change (Fig.
1 B and C and Fig. S1). Longdaysin caused dose-dependent

increases in period and detrended amplitude to ∼50% of control
values in both Bmal1- and Per2-dLuc reporter cells. In contrast,
KL001 induced a simultaneous increase in period and strong
reduction in amplitude. Altering the activity of CKI-PER and
FBXL3-CRY is therefore differentiated by an opposite ampli-
tude response.
To evaluate potential cross-interactions between CKI-PER

and FXBL3-CRY pathways, the effect of longdaysin and KL001
on PER and CRY abundance was characterized by using PER1-
LUC and CRY1-LUC reporters constitutively expressed in
HEK293 cells (Fig. S2). Levels of PER1-LUC were increased
only in the presence of longdaysin, whereas levels of CRY1-LUC
were similarly increased only in the presence of KL001. These
results suggest a lack of crossover between the two mechanisms.

Bootstrap Approach Reveals Main Period-Determining Perturbations.
We next used in silico modeling to gain insight into potential
mechanisms underlying CKI-PER– and FBXL3-CRY–mediated
circadian regulation. We previously described the connection
between inhibition of FBXL3-dependent CRY degradation and
period change (18): increasing the stability of nuclear CRY
results in longer transcriptional repression and increased period
length. However, although CKI has been linked to modulating
PER stability and nuclear entry, it remained unclear which
pathway controls the period and whether these processes are
sufficient to separate the effects of CKI and FBXL3.
Although mathematical models can be used to determine

whether a hypothetical mechanism is feasible, many approx-
imations of the experimental system must be made. To generate
predictions that are consistent across slight differences in model
assumptions, we chose three mathematical models from the lit-
erature based on their moderate size and similar scope (18, 21,
22). The models included, at a minimum, the expression and
nuclear entry mechanisms of PER and CRY. We considered the
formation of the PER-CRY heterodimer as a key step in nuclear
entry, which is supported by the fact that, to the best of our
knowledge, all circadian models that consider both PER and
CRY use this kinetic assumption (18, 21–24).
Dynamic models of genetic regulatory networks are typically

comprised of a set of reaction equations and their associated ki-
netic parameters, which are chosen such that the model best fits
the available experimental data. These kinetic parameters play
a large role in determining the model’s predictions. However, the

A B

C

Fig. 1. Different amplitude effect of small molecule circadian modulators targeting CKI-PER and FBXL3-CRY. (A) Schematic of the core circadian feedback
loop, with the targets of small molecule modulators longdaysin (CKI inhibitor) and KL001 (inhibitor of FBXL3-dependent CRY degradation) shown. The size of
each protein molecule is representative of relative concentration. (B) Detrended luminescence profiles (first 72 h, mean of two independent replications)
obtained from U2OS reporter cells with increasing concentration of longdaysin and KL001. Black profiles indicate control conditions (0 μM); lighter colors
indicate higher concentrations of small molecule (from 0.03 to 8 μM). (C) Relative change in period and amplitude of the results shown in B. Error bars indicate
SD of two independent experiments.
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sparsity of available data and high dimensionality of the pa-
rameter sets can result in a lack of confidence in the value of any
particular fit (25). In this report, we demonstrate that our pre-
dictions are independent of parameterization by using a boot-
strap identifiability analysis (26). In a bootstrap method, multiple
randomized in silico data sets are generated from experimental
mRNA and protein concentration profiles (4). For each of these
trials, a new optimal parameter set is found by minimizing the
difference between the model and the data. In this fashion, we
are able to determine confidence intervals in model trajectories
and output predictions as a function of the data quality. The
state trajectories of the resulting 2,000 parameter sets for each
model are shown in Fig. 2, with reasonable agreement between
models and experiment.
To identify parameters associated with PER and CRY protein

activity that had the most reliable effect on period, we checked
for parameter changes that shifted the period in a consistent
direction across bootstrap trials. This search was achieved using
a first-order period sensitivity analysis, which measures the de-
rivative of the circadian period with respect to the value of the
kinetic parameter (Fig. S3). To simplify analysis, we present only
those rate parameters that are associated with experimentally
supported mechanisms of CKI and FBXL3 in Fig. 3. We first
tested parameters associated with potential FBXL3-CRY activity
(Fig. 3A) to evaluate if our method matched the experimentally
verified effect of KL001 (18). Because CRY is the dominant
repressor of CLOCK-BMAL1 (5), we attribute degradation rates
of the PER-CRY complex to be representative of CRY clear-
ance rates. We found that only parameters governing nuclear
CRY degradation show a period lengthening effect on inhibition,
whereas rates associated with cytoplasmic CRY degradation
show period shortening effects. These results match with our
previous assertion that period lengthening occurs via nuclear
CRY stabilization (18). Experimental evidence has also indicated
cytoplasmic CRY2 stabilization may lead to period shortening
(27), a result consistent with our mathematical predictions.
We next describe parameters potentially associated with CKI-

dependent regulation of PER localization and stability (Fig. 3B).
Although the concentration (and therefore stability) of cyto-
plasmic PER plays a role in determining the nuclear entry rate,
we treat the two rates as independent by comparing the period
sensitivities of kinetic constants associated with each individual
step. Because PER is rate limiting in the formation of the PER-
CRY complex (4), rates associated with complex formation or
nuclear import were included in this analysis. Conversely, we did
not include degradation rates of PER-CRY nuclear repressive
complex, because CRY alone is considered the main repressor.
Surprisingly, even though both processes are related, model
responses to altering PER stability were different from the

responses to altering nuclear import directly. Although it was
previously hypothesized in models where PER acts as a direct
repressor that the regulation of PER stability would determine
the period (15, 20), our assumptions revealed that parameters
governing PER degradation showed only nonidentifiable re-
sponses. Alternatively, inhibition of rates associated with the
nuclear entry of the PER-CRY complex showed strong period
lengthening effects. These results indicate that, under our cur-
rent understanding of clock kinetics, the regulation of nuclear
import likely plays the prominent role in CKI-dependent pe-
riod regulation.

Fig. 2. Time series trajectories of the 2,000 boot-
strap trials for each model. Shaded regions indicate
95% confidence regions. The data were scaled to
have a maximum value of 1, except for protein spe-
cies, where relative values were important for clock
stoichiometry.

A B

Fig. 3. Bootstrap predictions of circadian actions of FBXL3-CRY and CKI-PER
pathways. Violin plots of the relative period sensitivity of parameters asso-
ciated with potential mechanisms for FBXL3-CRY (A) and CKI-PER (B) activity,
in which a box plot is superimposed above a kernel density plot to convey
the distribution of sensitivities across 2,000 realizations. The whiskers used
extend to the most extreme data point within 1.5× the inner quartile range.
A negative or positive period sensitivity indicate that the period of oscilla-
tion will increase or decrease when that rate is inhibited, respectively. Dis-
tributions that are not different from 0 with 95% confidence are colored red
and marked with an asterisk. Descriptions of the parameters shown are lis-
ted in Tables 1 and 2.
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Mathematical Insights into the Different and Independent Mechanisms
of PER and CRY Regulation. Using the model and original param-
eter set of Hirota et al. (18) and the perturbations identified in
Fig. 3, we first confirmed that inhibition of nuclear CRY deg-
radation (vdCn) and PER-CRY nuclear import (vaC1P) repro-
duced the experimental period and amplitude effects of the small
molecules KL001 and longdaysin, respectively (Fig. 4A, cf. Fig.
1C). Comparison of the oscillatory profiles of Per mRNA and
nuclear CRY protein (Fig. 4B) revealed that inhibition of FBXL3-
dependent CRY degradation caused lingering nuclear CRY to not
be completely purged each cycle. This excess repressor during the
accumulating phase of Per and Cry transcripts resulted in lower
E box amplitudes, providing a likely explanation for the effect
of KL001.
In contrast, stabilization of cytoplasmic PER (lowering the vdP

parameter) resulted in reduced transcriptional amplitude with
minimal period effect (Fig. S4), consistent with experimental find-
ings from the knockdown of β-TrCP, an F box protein responsible

for PER degradation (28). However, other experimental results
have shown that down-regulation of β-TrCP leads to longer periods
(9), suggesting that further modeling and experimental inquiry is
needed on the role of β-TrCP in clock regulation. This period
lengthening might be explained through β-TrCP–mediated stabili-
zation of nuclear PER-CRY or by using alternative kinetic as-
sumptions for the rate of PER-CRY binding.
We further compared the effect of inhibiting PER degradation

with inhibiting nuclear import on the oscillatory profile of key
clock proteins (Fig. 4C) to identify mechanistic differences
between the two potential effects of CKI inhibition. Both per-
turbations increased cytoplasmic PER, suggesting the two mech-
anisms are difficult to distinguish experimentally. Direct stabili-
zation of PER in the cytoplasm (lowering vdP) shortened the
time delay between transcription and inactivation by accelerating
the accumulation of cytoplasmic PER and nuclear PER-CRY.
However, it also lengthened the repressive phase by increasing
the total amount of PER-CRY that enters the nucleus. The net
result of these opposing perturbations was little period change,
as indicated by a faster accumulating phase and slower declining
phase in nuclear CRY after vdP reduction (Fig. 4C). In contrast,
inhibiting PER-CRY nuclear entry (lowering vaC1P) caused
additional free protein to build in the cytoplasm, delaying nu-
clear accumulation and ultimately increasing the total amount of
nuclear PER-CRY. Because both of these trends work to in-
crease period length, inhibiting PER-CRY nuclear entry resulted
in longer cycles. Additionally, the longer cytoplasmic time delay
resulted in increased transcription, yielding slightly higher
amplitudes (Fig. 4B) that closely match the experimental results
of the small molecule longdaysin.
Because CKI likely regulates both stability and subcellular

localization of PER in vivo, we considered the effects of

Table 1. Descriptions of the model parameters governing
FBXL3-CRY

Model Parameter Description

Ref. 18 MC2n CRY2 nuclear multiplicative
degradation coefficient

vdCn CRY1/2 nuclear degradation rate
vdC1 CRY1 cytoplasmic degradation rate
vdC2 CRY2 cytoplasmic degradation rate

Ref. 22 dPnpCn Phosphorylated PER-CRY complex
nuclear degradation rate

dPnCn PER-CRY complex nuclear
degradation rate

dPcpCc Phosphorylated PER-CRY complex
cytoplasmic degradation rate

dPcCc PER-CRY complex cytoplasmic
degradation rate

dCc CRY cytoplasmic degradation rate
Ref. 21 V3PC PER-CRY complex nuclear

phosphorylation rate
vdPCN Phosphorylated PER-CRY complex

nuclear degradation rate
V1C CRY cytoplasmic degradation rate
vdCC Phosphorylated CRY cytoplasmic

degradation rate

A C

B

Fig. 4. Mechanistic insight into the effects of small molecule modulators
KL001 and longdaysin. (A) In silico reproductions of the circadian reporter
experiments in Fig. 1 B and C, using the predictions identified in Fig. 3. (B)
Comparison of the effects of KL001 and longdaysin. Parameter changes
were normalized such that the period change was equal for each pair of
perturbations (vdCn: 100% → 23%, vaC1P: 100% → 51%). (C) Comparison of
two candidate mechanisms for CKI inhibition. Effects of increasing PER sta-
bilization and nuclear import inhibition on the time profiles of cytoplasmic
PER (Upper) and nuclear CRY (Lower). Parameter values were selected such
that the amplitudes of cytoplasmic PER are equal at each level. Lighter colors
indicate stronger perturbations (vdP: 100% → 22%, vaC1P: 100% → 45%);
t = 0 is set to the onset of PER accumulation.

Table 2. Descriptions of the model parameters governing
CKI-PER

Model Parameter Description

Ref. 18 vaC1P PER-CRY complex nuclear entry rate
vdP PER cytoplasmic degradation rate

Ref. 22 kiPcpCc Phosphorylated PER-CRY complex
nuclear entry rate

kfPcpCc Phosphorylated PER-CRY complex
association rate

kiPcCc PER-CRY complex nuclear entry rate
kfPcCc PER-CRY complex association rate
dPcp Phosphorylated PER cytoplasmic

degradation rate
dPc PER cytoplasmic degradation rate

Ref. 21 k1 PER-CRY complex nuclear entry rate
k3 PER-CRY complex association rate
V1P PER cytoplasmic phosphorylation rate
vdPC Phosphorylated PER cytoplasmic

degradation rate
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simultaneously lowering both PER cytoplasmic degradation and
nuclear entry rates (Fig. 5A). The loss of oscillations under ex-
treme reduction of both parameters (Fig. 5A, shaded regions)
highlights an interesting role of CKI in conferring robustness to
the circadian clock: because oscillations are lost when import of
the PER-CRY complex to the nucleus ceases to be rhythmic,
CKI ensures lingering PER is purged from the cytoplasm by one
pathway or another before E box transcription resumes. This
importance has been proven experimentally, as disruption of
both CKIδ and CKIe-mediated regulation leads to compromised
circadian oscillations (29).
Together, inhibition of CKI by longdaysin may increase the

time required before PER-CRY can enter the nucleus to repress
transcription, leading to a higher amplitude and longer period.
In contrast, KL001 lengthens the period by stabilizing nuclear
CRY, resulting in a longer time delay before transcription
resumes and lower amplitude from increased E box repression.
PER regulation through CKI is therefore partitioned to the ac-
cumulating phase, controlling the speed and amount of PER-
CRY complex that enters the nucleus. CRY regulation through
FBXL3 is partitioned independently to the repressive phase,
controlling the length of time until CLOCK-BMAL1–dependent
transcription resumes (Fig. 6). This independence was repro-
duced in silico by the simultaneous reduction of nuclear CRY
degradation and PER-CRY nuclear import (Fig. 5B). Additive
independence was quantified by calculating the deviation from
a theoretical surface, as described in Materials and Methods. R2 =
0.924 and 0.999 for period change and Per mRNA amplitude,
respectively, indicating net changes to clock kinetics from per-
turbations to both rates can be closely explained by simply
adding together the individual effects from each pathway.

Conclusion. To develop efficient therapies for modulation of the
circadian clock, we need to understand how clock components
interact. In this study, we used circadian reporter cells and
mathematical modeling to provide insight into the differences
between CKI- and FBXL3-mediated clock regulation. As a re-
sult, we clarified a process by which CKI exerts control over
the circadian period, demonstrated through both the hyper-
phosphorylating CKIetau mutant and small molecule CKI inhibitors,

such as longdaysin. Future work will further explore the post-
translational landscape surrounding PER and CRY, including
the recently discovered FBXL21, the paralog of FBXL3 that is
responsible for regulating CRY stability in the cytoplasm (30,
31). In developing our predictions, we used multiple models and
parameterizations to ensure our mechanisms are consistent
across many in silico realizations. These results reinforce the
notion that computational modeling is essential in interpreting
results in systems with complicated oscillatory feedback. Addi-
tionally, in silico analyses reveal hidden design principles of
biological networks, as this work highlights the importance of
the CKI family of kinases in conferring robustness to the
circadian cycle.

Materials and Methods
Analysis of Luminescence Profiles. Raw luminescence data were first separated
into a moving baseline and oscillatory component using a Hodrick–Prescott
filter with a smoothing parameter of 1,600. Example trajectory decom-
positions are shown in Fig. S1. Amplitudes (Fig. 1C) were determined by
taking the SD in the baseline-subtracted data. Periods were obtained by
nonlinear curve fitting, in which a four-parameter (initial amplitude, decay,
period, and phase) damped cosine curve was fit to the baseline-subtracted
data. Periods were not shown if the relative amplitude (found by SD) fell
below 25%, because noise dominated the periodic trajectory.

PER1-LUC and CRY1-LUC Assay. HEK293 stable cell lines expressing PER1-LUC,
CRY1-LUC, or LUC from a constitutive promoter (CMV promoter) were
established as described previously (18). The stable cell lines (1.0 × 104 cells)
were plated onto 384-well white solid-bottom plates at 50 μL/well. After
24 h, 500 nL of the compound (final 1% DMSO) was applied to the medium.
After 24 h, the medium was supplemented with luciferin (final 1 mM) and
Hepes-NaOH (pH 7.2; final 10 mM), and luminescence was recorded with
a microplate reader (Infinite M200; Tecan).

Cost Function. Models were fit to a cost function of experimental results. Per,
Cry, Clock, and Bmal1 protein and mRNA levels were taken from ref. 4, along
with profiles of CRY nuclear localization. For the model from ref. 22, addi-
tional activity profiles on Rev-Erb and Ror were obtained from CircaDB
(http://bioinf.itmat.upenn.edu/circa/). To score a model trajectory, mRNA
state variables were scaled independently to minimize the squared error
between model and experiment, because model parameters could be ad-
justed to give mRNA profiles arbitrary amplitudes. For protein species,
where stoichiometric interactions are important, a single scaling parameter
was used for all species. Nuclear repressor species, in which only relative
measurements were available, were scaled independently. Full model
equations are shown in SI Text, Models 1–3.

Parameter Estimation and Bootstrap Analysis. Bootstrap parameter estima-
tions were performed as described previously (26), with data from ref. 4
assumed to have a normally distributed 10% relative and 5% absolute error.
Because not all states in the models were measured, initial guess values for

A B

Fig. 5. Independence of CKI-PER and FBXL3-CRY pathways. (A) Contour
plots of period change (Upper) and Per mRNA amplitude (Lower) for si-
multaneous inhibition of both PER degradation (vdP) and nuclear import
(vaC1P). The gray shaded region indicates loss of oscillations. (B) Period and
amplitude change contour plots for varying both vdCn (CRY nuclear deg-
radation rate) and vaC1P (PER-CRY nuclear import).

Fig. 6. Spatiotemporal separation underlies independence of CKI-PER and
FBXL3-CRY pathways. Longdaysin, acting through CKI-PER, lengthens the
accumulating phase of the circadian cycle, whereas KL001, acting through
FBXL3-CRY, lengthens the declining phase.
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the trajectory and parameter variables were generated by optimizing the
parameter sets first with a genetic algorithm approach, described in ref. 24.
To help ensure bootstrap trials remained in a similar stability region of pa-
rameter space (and protect against steady-state solutions), bootstrap
parameters were bound between 50% and 150% of their initial value.

Selection of Parameters for FBXL3-CRY and CKI-PER Mechanisms. For FBXL3-CRY,
parameters that determined the degradation rate of CRY (or CRY containing
complexes) were considered to be the most likely candidates. Michealis–
Menten degradation parameters were omitted from Fig. 3 because pertur-
bations to such parameters are not easily attributable to changes in FBXL3
binding affinity. In the model presented in ref. 21, CRY is degraded through
a series of phosphorylation events, and these parameters were considered as
representative of the rate of progression toward ubiquitination of CRY. The
forward phosphorylation rates of CRY and the nuclear PER-CRY complex were
therefore also considered. For CKI-PER, we considered rates that determined
the degradation rate and nuclear import rate of PER. Michealis–Menten
parameters were not included, similar to FBXL3-CRY. With CRY being the main
repressor of E box transcription (5), the degradation rates of PER-CRY complex

were not considered as potential mechanisms of CKI. In the models from refs.
21 and 22, the nuclear entry of PER-CRY requires two independent steps: the
formation of the PER-CRY complex and the subsequent import of the complex.
Therefore, the forward reaction rates of each of these steps were included.

Numerical Experiments. Numerical parameter inhibitions were performed by
recalculating the limit cycle trajectory for each new parameter set to a tol-
erance of 10−8, using computational methods described previously (32). R2

values for Fig. 5B were calculated by comparing the actual results f(x, y) to
idealized surfaces f̂ðx,yÞ found by adding together the effects of individual
perturbations to determine the degree of nonlinear effects. The ideal-
ized surface takes the form f̂ðx,yÞ= gðxÞ+ hðyÞ, where gðxÞ= fðx,1Þ
and hðyÞ= fð1,yÞ (Fig. S5). R2 calculations were restricted to the range
x,y ∈ ½0:4,1:1� to omit bifurcation regions.
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