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We use rules to extend learned behavior beyond specific instances to
general scenarios. The prefrontal cortex (PFC) is thought to play an
important role in representing rules, as evidenced by subjects who
have difficulty in following rules after PFC damage and by animal
studies demonstrating rule sensitivity of individual PFC neurons. How
rules are instantiated at the single-neuronal level in the human brain,
however, remains unclear. Here, we recorded from individual neurons
in the human dorsolateral prefrontal cortex (DLPFC) as subjects per-
formed a task in which they evaluated pairs of images using either of
2 abstract rules. We find that DLPFC neurons selectively encoded
these rules while carrying little information about the subjects’
responses or the sensory cues used to guide their decisions.

Keywords: abstract rules, deep brain stimulation, human neurophysiology,
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Introduction

Many aspects of our lives are guided by rules. Rules can be
concrete, where a particular stimulus prompts an automatic
response (e.g. a red traffic light cues us to brake). We can also
learn and follow rules that are abstract, wherein a guiding
principle is not bound to a specific context and may be gener-
alized to both familiar and novel instances (e.g. understanding
that a knife rather than a spoon can enable us to cut a steak).
Our ability to learn and then apply abstract rules endows us
with a broad, flexible behavioral repertoire, supporting
complex pursuits such as tool use (Penn and Povinelli 2007).

The prefrontal cortex (PFC), the putative neural substrate
of working memory (Fuster and Alexander 1971; Miller et al.
1996; Rao et al. 1997), is thought to represent rules, in part
because damage to this region impairs one’s ability to follow
rules (Comalli et al. 1962; Milner 1963; Luria 1966; Gershberg
and Shimamura 1995; Wise et al. 1996)—even when those
rules can be articulated (Shallice and Burgess 1991). Consist-
ently, neurons in the nonhuman primate dorsolateral prefron-
tal cortex (DLPFC), have been demonstrated to represent both
concrete (Watanabe 1990; Asaad et al. 2000; Murray et al.
2000) and abstract rules (White and Wise 1999; Wallis et al.
2001). Moreover, lesion studies in primates have solidified the
importance of the PFC to applying rules in the service of
goals (Passingham 1993; Parker and Gaffan 1998; Buckley
et al. 2009). On the other hand, primate studies involving
DLPFC lesions sometimes fail to reveal deficits in rule-guided
behavior (Petrides 1982; Mansouri et al. 2007; Buckley et al.
2009), and other work has emphasized the contributions of
other PFC regions (Petrides 1982; Gaffan and Harrison 1989;
Murray et al. 2000; Bussey et al. 2001), minimizing the role of
the DLPFC.

How abstract rules are encoded at the neuronal level in
humans is still poorly understood, in part because of the lack

of availability of single-neuronal recordings. In addition, it is
challenging to establish whether abstract rules are similarly
represented in humans who often process sensory cues under
complex analogical contexts that may not be easily or faith-
fully modeled in animals.

To investigate the role of the human DLPFC in representing
abstract rules, we recorded from individual DLPFC neurons in
human neurosurgical subjects (Williams et al. 2004; Sheth
et al. 2012) engaged in a task that required them to switch
flexibly between 2 rules on a trial-by-trial basis. We hypoth-
esized that the activity of neurons in the human DLPFC would
distinguish between these abstract rules.

In each task trial (Fig. 1a), subjects viewed 2 sequential
images of everyday items and then used a joystick to indicate
whether the images “matched.” Subjects were instructed to
select a green target for matching pairs of images and a red
target for nonmatching images.

Images consisted of items that could either deliver an
action on another item (“tools”; e.g. a hammer) or serve as
the target of such action (“objects”; e.g. a nail). The subjects
were instructed to evaluate image pairs using either of 2
rules: 1) Can one item act appropriately on the other or 2) are
the items similar in identity? However, subjects were not told
which of these criteria to apply to the individual pairings;
rather, they inferred the more applicable of the 2 rules on a
trial-by-trial basis. That is, based on the image pair alone, sub-
jects determined which rule to use and then whether the pair
matched under the chosen rule (Fig. 1b,c).

Matching trials consisted of either appropriate-use (e.g.
hammer–nail) or similar-identity (e.g. 2 different hammers or
2 different nails) image pairs. Nonmatching trials, in contrast,
presented either inappropriate-use (e.g. hammer–nut) or
dissimilar-identity (e.g. hammer–wrench or nail–nut) pairs.
Target selection was confirmed by the disappearance of the
target that was not chosen, but subjects received no feedback
on the correctness of their selections. They were also given no
instruction on whether to consider items as tools or objects.
Item pairings were randomly interleaved and presented with
equal frequency.

Materials and Methods

Study Subjects
Subjects enrolled after providing written informed consent, and all
aspects of this study were approved by the Massachusetts General
Hospital Institutional Review Board. We recruited 8 study subjects
(Tables 1 and 2) undergoing deep brain stimulator placement. Five of
the 8 subjects performed the standard behavioral task (see “Behavior-
al Task,” below), and 3 performed a control task that also included
“object–tool” trials. The mean age was 60.3 ± 4.6 (mean ± standard
error of the mean [SEM]) years. Single-unit recordings were made
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from the left hemisphere in 6 subjects and from the right hemisphere
in 2 (Fig. 2).

Microelectrode recordings are routinely performed prior to the
implantation of deep brain stimulating electrodes to aid with localiz-
ation (Amirnovin et al. 2006; Gross et al. 2006). Consideration for
surgery was unrelated to the research protocol and was conducted by
a multidisciplinary team of neurologists, neurosurgeons, a neuropsy-
chologist, and a nurse practitioner. After a patient had been evaluated,
consented, and scheduled for surgery, an independent member of the

research team approached the patient about study inclusion. Subjects
enrolled voluntarily, providing informed consent under guidelines ap-
proved by the Massachusetts General Hospital Institutional Review
Board, and were free to withdraw from the study at any time, includ-
ing during surgery, without consequence to the operative approach
or clinical care.

Behavioral Task
Subjects viewed a computer monitor mounted at the eye level, and a
joystick was positioned near the hand contralateral to the hemisphere
of recordings. The task was presented using a customized software
package written in MATLAB (MathWorks, Inc., Natick, MA, USA) that
provided millisecond temporal precision of all task events (Asaad and
Eskandar 2008a, 2008b).

Each trial (Fig. 1a) began with the appearance of a white circle in
the center of the screen (1000 msec). Next, an image of an item ident-
ifiable as either a tool or an object was presented (1500 msec). The
subjects viewed a white circle during an intervening delay (1000
msec), and then a second image of either a tool or an object was pre-
sented (1500 msec). After a variable delay (500–1000 msec), 2 circular
targets (one red and one green) appeared on either side of the white
circle. The target locations (left vs. right) were shuffled randomly, so
subjects could not anticipate either the upcoming target location or
the appropriate movement. After appearance of the targets, the
subject had up to 5 s to use the joystick to move a cursor from the
central circle to one of the targets.

To familiarize the subjects with task requirements, they were
allowed 5–10 min of practice (with an entirely different set of images)
prior to the recordings. At the onset of the practice session, subjects
were given the following instructions: 1) You will be shown sequen-
tial pairs of items. 2) You will need to decide whether each pair of
items “matches.” 3) Two items match if one can be used appropriately
on the other or if the 2 items are similar in identity. 4) To indicate a
match, move the joystick to the green target; to indicate a nonmatch,
move to the red target.

Therefore, as in natural human behavior, the subjects were not
given explicit cues to instruct them which rule to use on each trial
(i.e. a tone at the beginning of the trial), but rather inferred which
rule to use based on the presented images.

The image pairs used in the main task included random combi-
nations of tools and objects (i.e. “tool–tool,” “object–object,” and “tool–
object” combinations; object–tool [OT] combinations were added in a

Figure 1. Behavioral task. (a) Subjects viewed 2 sequentially presented images (1500 msec each) an intervening fixed delay (1000 msec). After a variable second delay (500–
1000 msec), they were shown a red and green target randomly positioned on either side of the screen. They then used a joystick to move a cursor to the green target to
indicate that the images matched or to the red target to indicate that they did not. Images could match either as a compatible TO pair (e.g. wrench–nut, as depicted here) or as
2 items similar in identity (e.g. wrench–wrench or nut–nut). (b) Sample permutation of possible item combinations with a nut. Black bars represent matches, and gray bars
nonmatches. (c) Evaluation paradigm for a sample item pair. Subjects first decided whether to invoke the act on or similar rule and then judged the pair to be either matching or
nonmatching under the selected rule.

Table 1
Subject characteristics

Subject Number of neurons Age (years) Gender Diagnosis Recording side

1 9 56 M Thalamic pain syndrome R
2 8 65 M Essential tremor L
3 19 65 F Essential tremor L
4 1 48 F MS-related tremor L
5 5 44 M SCA type 3 R
6 1 86 F Essential tremor L
7 2 55 F Parkinson’s disease L
8 3 63 M Parkinson’s disease L

Note: Subjects 1–5 performed the main task, and subjects 6–8 performed the control task that
included object–tool trials.
SCA: spinocerebellar ataxia; MS: multiple sclerosis; R: right; L: left.

Table 2
Subject recording locations

Subject Left–right (mm) Anterior–posterior (mm) Superior–inferior (mm)

1 23.0 30.0 59.0
2 −22.0 22.0 63.0
3 −25.0 31.0 54.0
4 −25.0 34.0 52.0
5 36.0 21.0 58.0
6 −30.0 13.0 63.0
7 −38.0 26.0 51.0
8 −37.0 12.0 61.0

Note: Coordinates given in MNI 152 space. Subjects 1–5 performed the main task, and subjects
6–8 performed the control task that included OT trials.
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separate control task described below). Images were drawn from a
common pool such that an image presented first during one trial
could also be presented second in another. Equal proportions of
matching and nonmatching pairs were given. Furthermore, the
images in all pairings were always of different shape, size, and
orientation.

The different trial types were given with equal frequency and pseu-
dorandomly interleaved so subjects could not anticipate the type or
compatibility of forthcoming pairs. Subjects viewed combinations of a
total of 8 tool types and 8 object types. Pairings were presented an
average of 2.0 ± 0.5 times in a given task session, and subjects per-
formed 1.8 ± 0.7 sessions for which different sets of cells were
recorded.

Electrophysiologic Recordings
Subjects underwent standard burr hole placement and dural opening.
A set of tungsten microelectrodes (500–1500 kΩ; FHC, Inc., Bowdoin,
ME, USA) was attached to a motorized microdrive (Alpha Omega
Engineering, Nazareth, Israel) as described previously (Williams et al.
2004). Up to 5 microelectrodes were placed in a ben-gun configur-
ation. These were advanced into the cortex under direct visualization,
starting approximately 2 mm above the cortical surface. Once the
electrodes were in contact with the cortex, the burr hole was covered
with a layer of fibrin sealant (Tisseel; Baxter, Inc., Deerfield, IL, USA)
to limit cortical pulsation.

Electrodes were advanced in increments of 10–100 μm. Once puta-
tive neurons were noted on one or more channels, the electrodes
were left in place and monitored for signal stability. Neurons were not
screened for task responsiveness. Recordings were amplified, band-
pass filtered between 300 Hz and 6 kHz, and sampled at 20 kHz using

an Alpha Omega (Alpha Omega Engineering, Nazareth, Israel) re-
cording system. Activity was captured using a Spike2 software
package (Cambridge Electronic Design, Cambridge, UK) and saved for
offline sorting (Offline Sorter, Plexon, Inc., Dallas, TX, USA). Once re-
cordings were complete, the surgery proceeded as planned. No long-
acting sedatives were given prior to or during recordings, as per stan-
dard operative protocol.

A histogram of peak heights was constructed from the raw voltage
tracings, and a minimum threshold of 3 standard deviations (SDs)
was applied to filter out the majority of the low-voltage background
activity. Classification of action potentials was performed using tem-
plate matching and principal component analysis. Putative neurons
were required to separate clearly from any channel noise, to demon-
strate waveform morphology consistent with that of a cortical neuron,
and to have at least 99% of spikes separated by a minimum refractory
interspike interval of 1 msec. This process is outlined in Figure 2.

We recorded an average of 0.4 well-isolated neurons per electrode.
When an individual electrode recorded more than one neuron, a high
degree of isolation was required in order to include each as a single
unit (P < 0.01, multivariate analysis of variance across the first 2 prin-
cipal components). Candidate neurons were required to fire at a rate
of at least 1.0 spikes/s and be stably active for at least 30 task trials.
No multiunit activity was used.

Confirming Recording Locations
Stereotactic localization for surgical planning was performed using a
magnetic resonance imaging scan. We confirmed recording locations
with a high-resolution postoperative computed tomography (CT) scan
(slice thickness 0.5 mm), referenced with the sites of the burr hole
and the permanent deep brain stimulating electrode. CT data were

Figure 2. Neuronal recordings. On the left, CT scan (coronal slice) demonstrating the final position of bilateral deep brain stimulating electrodes in a study subject (subject 2 in
Tables 1 and 2; note: y= 22.0 mm for the slice shown). Single-neuronal recordings in the DLPFC were possible since the superior aspect of each electrode trajectory traverses
Brodmann area 9 of the DLPFC. On the right, single-unit isolation. (a) Example of a raw voltage tracing, with the inset demonstrating one of the action potentials. The horizontal
bars represent 1 s and 1 ms in the large tracing and inset, respectively. (b) Voltage tracing demonstrating the mean waveform± SD of an example neuron. Horizontal and
vertical bars correspond to 1 ms and 0.1 mV, respectively. (c) Interspike interval (ISI) of all isolated spikes for the example neuron in (b). The inset depicts the same ISI
distribution on a logarithmic time scale.
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linearly registered to Montreal Neurological Institute (MNI) 152 stan-
dard space (1 mm resolution) using the cost function of mutual infor-
mation and 12 degrees of freedom. The automated linear registration
tool is based around a multistart, multiresolution global optimization
method (Jenkinson and Smith 2001; Jenkinson et al. 2002). Recording
locations were visualized on the standard MNI brain, and stereotactic
coordinates were noted for each patient. Recording sites in all subjects
(Table 2) were located within the caudal portion of Brodmann area 9
of the DLPFC.

Selectivity Index
The window following the second image presentation represents the
time during which we expected information about evaluative rules to
be represented. To choose a temporal window relevant to neuronal
activity in this task without introducing a time-of-interest bias, we cal-
culated a selectivity index (SI) (Moody et al. 1998) using the neuronal
population responses of all 6 primary task conditions. The SI was
binned in 1000 msec time windows centered on times ti and advanced
in 100 msec increments across all n trial conditions X1…Xn,
whereby:

SIðtiÞ ¼
½n� P

j¼1...n XjðtiÞ=maxðX1ðtiÞ . . .XnðtiÞ�
ðn� 1Þ :

Therefore, an SI of 0 represents no discrimination between trial
conditions and an SI of 1 represents complete discrimination of one
condition. We designated the center of our epoch of interest as the
time point of the maximum SI, and this choice was independent of
which of the tested conditions contributed to the SI. Again, this
method for determining SI is insensitive to which conditions are
discriminated by the neuronal activity; it is not biased toward any
particular task condition.

Significance of SI was determined by bootstrap analysis. The
average neuronal response to each condition was determined, shuf-
fling was performed across all time points, and a new shuffled SI was
computed. This was repeated 5000 times. Confidence bounds were
then determined from this set of shuffled SIs. Importantly, neuronal
responses were normalized (divided by each neuron’s average
response during a 1000-msec window prior to the trial) so that varia-
bility in the firing rate between neurons did not bear on this analysis.

Although we focused our analysis around the peak of the SI, this
window corresponds to a period during which PFC neurons would
be posited to encode differences between task conditions (i.e. the
delay period prior to the movement cue). From this perspective (as
well as the visually apparent nature of our main finding; Fig. 3b), our
results were not specifically affected by the method chosen to select
the period of interest.

Neuronal Analysis and Statistical Methods
Peristimulus histograms and rasters were constructed for all isolated
neurons. To permit comparisons between cells with different firing
rates, neuronal activity was normalized (divided) by the mean base-
line firing rate during a 1000 msec window prior to the appearance of
the central point at the onset of the trial (during which time subjects
viewed a blank screen). Activity during the small proportion of incor-
rect trials (5.2%) was excluded. Differences in neuronal response
between task conditions were assessed for both the single units and
the population using Mann–Whitney and t-tests, with P < 0.05 con-
sidered statistically significant.

Sequential feature selection with stepwise regression was used to
examine whether variations in neuronal activity were predicted by
particular task or subject features. This statistical approach creates a

Figure 3. Time courses of DLPFC population responses (n=42). (a) SI for the
population activity across all conditions with the dotted horizontal line indicating the
upper 95% bound by bootstrap analysis. The normalized population firing rate ± SEM
(shaded region) is shown for (b) act on (i.e. TO; solid line) versus similar criterion (i.e.

TT/OO; dashed line) trials; (c) TO (solid) versus TT (dashed) versus OO (dotted) trials;
and (d) trials in which items were matched (solid) versus nonmatched (dashed).
Activity is aligned to the first image presentation (left), and red–green target
presentation (right). The horizontal scale bars in (d) indicate the first and second
image presentation periods. The shaded vertical region indicates the second image
delay period, the center of which corresponds to the maximal SI (peak in a).
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multilinear model in which the explanatory powers of different fea-
tures are sequentially tested (Richard Draper and Smith 1998).
Feature terms are added and removed from the model in a stepwise
manner using regression P-values of 0.05 and 0.10, respectively.
Task-related features tested in our model included pairing type (tool–
object, TO; tool–tool, TT; and object–object, OO), category of the first
and second images (tool and object), and matching status of the
image pair (match and nonmatch). Subject-related features included
disease process (essential tremor [ET] and non-ET) and hemisphere of
recordings (right and left). In addition, a standard multilinear
regression was performed using the statistical computing package in
MATLAB (MathWorks, Inc., Natick, MA, USA).

Results

Behavior and Recordings
Five study subjects (Tables 1 and 2) performed the main be-
havioral task, and 3 additional subjects performed a control
task, described below. The subjects completed 95.4 ± 2.3%
(mean ± SEM) of trials correctly; incorrect trials were excluded
from our analysis. In total, we recorded 48 well-isolated single
neurons from Brodmann area 9 of the DLPFC (Fig. 2), with a
mean baseline firing rate of 3.0 ± 0.4 (mean ± SEM) spikes per
second (importantly, these recordings were made acutely in
the operating room rather than from chronic multielectrode
arrays).

To first determine the time period during which neural
activity carried the greatest degree of discrimination across
tested pairings, we calculated a population SI. The period
centered on the end of the second image presentation,
termed here the “second image delay,” had the highest selec-
tivity (P = 0.018, bootstrap test; Fig. 3a, shaded area).

DLPFC Neurons Encode Abstract Rules
During the second image delay, DLPFC neurons responded
differentially to the rules that were used to evaluate the item
pairings. To examine trials in which the second presented
item was the same but the rule varied, we compared activity
on TO and OO trials.

We found that, across the entire pool of neurons recorded
for the main task (n = 42), the population-averaged firing rate
differed significantly based on the abstract rule (i.e. “act on”
vs. “similar” criterion; P = 0.010, Mann–Whitney test; Figs 3c
and 4a). Rule selectivity developed 300 msec prior to the end
of the second image presentation and persisted until 175
msec before the colored targets appeared (bootstrap test at
P < 0.05). Consistently, 24% of individual cells demonstrated a
difference in firing during this interval based on the rule that
was used (Mann–Whitney test at P < 0.05; examples in Fig. 5),
with 17% and 7% firing preferentially for the act on and
similar criteria, respectively.

When considering all trials in which the rule differed
without regard to the category of the second image (i.e. TO
vs. the composite of all TT and OO trials), we similarly find a
significant difference in population-averaged activity (Figs 3b
and 4a; P = 0.04; Mann–Whitney test). Further, there is no
difference in aggregate activity between TT and OO trials
(Figs 3b and 4a; P = 0.16; Mann–Whitney test)—the 2 trial
types in which the same rule (the similar criterion) is invoked.

At the individual neuron level, many cells discriminated
between TO and each TT/OO and TT trials. Twelve of the 42
recorded cells (29%) demonstrated differences in firing during

the second image delay period between TO and TT trial types
at P < 0.05, with 10 (24%) increasing their firing and 2 (5%) de-
creasing. Including all TT and OO trials, we similarly find that
13 of the 42 cells (31%) distinguish rule types (TO vs. TT/OO),
with 11 (26%) increasing their firing for TO versus TT/OO
trials and 2 (5%) decreasing.

Neuronal responses were heterogeneous (Fig. 4b), with 19
of the 42 neurons (45%) demonstrating at least a 20% differ-
ence in firing for the TO versus OO manipulation (18 of the
42 neurons, or 43%, when considering TO vs. TT/OO). Thus,
nearly half of the recorded neurons discriminated between
the 2 rules with a 20% or more difference in firing in the
window of interest, with an approximate 3:1 ratio for the act
on versus the similar criterion.

DLPFC Neurons Do Not Encode Item Categories or
Response Selection
Neuronal activity did not reflect the identities of individual
items themselves as tools or objects. During the second image
delay, there was no difference in population activity between
trials in which the second image was an object versus a tool
(P = 0.83, Mann–Whitney test).

In other words, the presentation of a tool versus an object
in itself did not modulate neuronal responses. In accordance,
only 1 of the 42 cells (2.4%) discriminated between tools and
objects during the second image delay (Mann–Whitney at
P < 0.05). We similarly found no difference in population
response between tools versus objects during first image
delay (Mann–Whitney test, P = 0.83), with 1 (2.4%) demon-
strating differential activity during each of the first image pres-
entation and the first delay (Mann–Whitney test at P < 0.05).

DLPFC activity did not encode response selections
(i.e. match vs. nonmatch). Population activity did not dis-
criminate between matched versus nonmatched pairs for any
trial context: TO (P = 0.66, Mann–Whitney test), TT (P = 0.54,
Mann–Whitney test), or OO (P = 0.63, Mann–Whitney test).
There was also no difference in activity when comparing
match versus nonmatch trials across all contexts (P = 0.49,
Mann–Whitney test; Figs 3d and 4a). Similarly, only a small
proportion (2 of 42 or 4.7%) of individual cells reflected
matching status during the second image delay (Mann–
Whitney at P < 0.05).

Additionally, during the second image delay, neurons were
insensitive to the direction of forthcoming movement
(P = 0.27, Mann–Whitney test), and in relation to response se-
lection during target presentation (P = 0.25, Mann–Whitney
test). Thus, while DLPFC neurons displayed selective responses
based on the rule invoked in the trial, they carried little or no
information about the outcome of rule evaluation.

Predictive Activity
We performed sequential feature selection analysis to model
the extent to which variations in neuronal activity predicted
individual features of the trials. Tested features included the
abstract rule (act on vs. similar), categorical identities of the first
and second items (tool vs. object), matching status (match vs.
nonmatch), and direction of the upcoming motor response (left
vs. right). Of these, neuronal responses across the population
predicted only the rule (β = 0.15; P = 0.0021). We also per-
formed a multilinear regression, which confirmed that rule type
alone was correlated with normalized neural activity
(coefficient = 0.19; 95% confidence interval = 0.08–0.30).
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Task Difficulty and Switch Costs
Various metrics of task performance, including error rates
and response times (RTs), can be used to assess whether
task conditions differ in difficulty. Such metrics have been

shown to vary in tasks that are optimized to tax cognitive
resources (Bush and Shin 2006) and can modulate activity
in the DLPFC (MacDonald et al. 2000). In the present study,
we found no evidence of variations in task performance to

Figure 4. (a) Differences in population response (n= 42) across trial types during the second image delay. Normalized population activity ± SEM. TO, tool–object; OO, object–
object; -T, second image is tool; -O, second image is object; M, match; NM, nonmatch; R, right; and L, left. Note: *P= 0.010, and **P= 0.040, Mann–Whitney test. (b)
Distribution of individual neuronal responses. Normalized activity during the second image delay for TO trials is plotted against activity for OO trials; each point corresponds to a
single neuron. Neurons with significant increases in the firing rate for TO over OO trials are highlighted with open squares (□), while those firing preferentially for OO over TO
trials are represented with open circles (○).

Figure 5. Peristimulus time histograms and raster plots for 2 DLPFC neurons that represented differences in abstract rules. Neural activity for TO (upper panels) and OO trials
(lower panels) is shown for (a) a neuron firing preferentially for TO trials as well as (b) a neuron firing preferentially for OO trials. Within each panel, activity is aligned to the
presentation of the task images (left) and appearance of the red–green targets (right). The black horizontal scale bars indicate the image presentation period (1500 ms each),
and the filled boxes indicate the times of joystick movement (target selection). The shaded regions indicate the second image delay period (see text), during which these neuron
demonstrated differential firing on TO versus OO trials. Note: (a) P= 0.0020, and (b) P=0.023; Mann–Whitney test.
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support differences in difficulty associated with the different
rules.

The proportion of correct trials (main task and OT control,
described below) was 94.8 ± 1.7% (mean ± SEM). RT, defined
as the interval from target presentation to joystick movement,
was 815 ± 261 msec (mean ± SD) across all trials. Subjects
completed task trial types with similar proportions of errors
(χ2 test, P = 0.40), demonstrating no difference in perform-
ance based on which rule was applied. Further, there was no
difference in RTs between rule types (P = 0.31, t-test). Nor
was there any significant correlation between reaction time
and neuronal activity across all trials (P > 0.1), or for any of
the 3 primary trial types: TO, TT, and OO (each P > 0.1).
These observations together suggest that there was no differ-
ence in task difficulty to account for the observed neuronal
selectivity.

Prior studies using other tasks have found evidence of be-
havioral “switch costs,” which sometimes correlate with
changes in neuronal firing—particularly when trial types are
of varying difficulty (Sheth et al. 2012). When we screened
for similar features in this task, however, we did not find
strong effects in either the behavioral or neuronal data.
Specifically, we found no significant modulation of current
trial reaction time by the type of the preceding trial. Reaction
times did not vary for either similar (P = 0.59, t-test) or act on
(P = 0.17, t-test) trials based on whether the preceding trial
had been similar versus act on. Further, reaction times for
trials in which rules had “switched” with respect to the pre-
ceding trial were no different from when they did not
(P = 0.57, t-test). In the same vein, current trial reaction time
was insensitive to whether the previous trial had been match-
ing versus nonmatching.

From the neuronal perspective, we did not find that the
type of trial transition was a significant determinant of neur-
onal activity. The population response did not modulate
based on whether the current trial involved a switch in the
active rule (P = 0.74, Mann–Whitney test). Five individual
neurons (12%) did demonstrate a difference in firing, with 3
of the 5 increasing their activity for switch versus nonswitch
trials. For similar trials, 3 neurons (7%) modulated their firing
based on the rule invoked in the previous trial (2 increasing
and 1 decreasing their activity with a previous similar trial).
There were no neurons that modulated their activity for act on
trials based on the rule invoked in the preceding trial.

Motor-Related Activity
The present findings were not attributable to potential differ-
ences in unconstrained movement by the subjects during the
image or delay periods. While Brodmann area 9 of the DLPFC
is not considered a motor area per se, many areas across the
brain, including the DLPFC (Kubota and Funahashi 1982),
can demonstrate differential responses based on the direction
of an intended movement. As noted above, subjects could not
anticipate the target locations or upcoming movement direc-
tion until after the targets were presented.

Nevertheless, we examined neuronal responses during the
movement period itself (defined as a 1000 msec window cen-
tered on target selection). We found that only 6% of cells de-
monstrated tuning to the direction of joystick movement
(right vs. left; t-test at P < 0.05,). In addition, there was no
difference in population activity during the movement period

between trials in which the right versus left target was se-
lected (Mann–Whitney test, P = 0.41). The difference in popu-
lation activity between TO and OO pairings was also no
longer present at the time of movement (Mann–Whitney test,
P = 0.56; Fig. 3c). Finally, when comparing neuronal activity
during target selection, we found no neuronal modulation for
the selection of the red versus green target (P = 0.49, Mann–
Whitney test). There was also no difference in green versus
red selections for either the TO (P = 0.66, Mann–Whitney test)
or OO (P = 0.63, Mann–Whitney test) trial contexts.

Sequence of Presentation
We next considered whether neuronal modulation was associ-
ated with item novelty. Half of the OO trials (i.e. matching
trials) presented 2 items that were similar in identity yet
different in appearance (e.g. 2 nails of distinct shapes, sizes,
and orientation), whereas TO trials always depicted 2 differ-
ent items. To determine whether item dissimilarity elicited a
novelty or “priming” effect (Grill-Spector et al. 2006), we com-
pared activity from all TO pairs to activity from the subset of
nonmatching OO pairs. We find that there remained highly
significant modulation based on the abstract rule even when
the identities of paired items were distinct (P = 0.0072, Mann–
Whitney test).

Selective neuronal responses were also not dependent on
the particular sequence in which items were displayed. The
relationship between a tool and an object is not commutative;
that is, a tool may be used to act on an object, but an object
may not be used to act on a tool. Therefore, in the main task,
tools preceded objects in TO trials, rather than vice versa. To
examine whether the particular sequence in which tools and
objects were presented contributed to the observed neuronal
selectivity, we used a separate control task in 3 additional sub-
jects (subjects 6, 7, and 8 in Tables 1 and 2).

In this task, the tested conditions included matching and
nonmatching TO, OT, and OO pairings. Subjects were in-
structed that 2 items formed a match if 1) one could be act
appropriately on the other or 2) if they were similar in iden-
tity, regardless of the order in which they were presented.
The behavioral requirements of this control task were other-
wise identical to those of the main task.

The population of 6 neurons recorded from in this control
did not distinguish between TO and OT trials during the
second image delay (P > 0.1, sequential feature selection). In
comparison, neuronal responses for the same set of neurons
were significantly predictive of the abstract rule invoked, re-
gardless of which item was presented first (P = 0.007, sequen-
tial feature selection). These findings suggest that neurons in
the DLPFC represent rules irrespective of the sequence in
which the constituent items are presented.

Disease Process and Side of Recordings
Subject clinical disorder was not associated with differences
in neural activity. Subjects participating in the study presented
with a number of conditions (Table 1), of which the most
common (3 of the 8 subjects; 27 of the 42 neurons) was ET. In
general, tremor symptoms were unlikely to have systematically
altered our results as the present task was not based on the
subjects’ ability to manipulate or handle physical items, but
rather engaged their ability to evaluate pairings. Consistently,
disease process was not found to be an independent predictor
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of the neuronal responses (P = 0.30, ET vs. non-ET by sequen-
tial feature selection). Further, the population-averaged rule
discrimination described above (i.e. TO vs. OO) remains robust
(but not strictly significant) when these patients are excluded
(P = 0.06; Mann–Whitney test).

Finally, it is possible that there may be a sidedness with
regard to rule representation in the DLPFC. In total, 28
neurons were recorded from the left hemisphere, and 14 from
the right. In aggregate, the left-sided neuron population dis-
tinguished between TO and OO trials during the second
image delay, while the right-sided pool did not (though this
difference may also be a function of statistical power).

When stratifying the population of recorded neurons by
hemisphere, we observed neural modulation to rule in the
left-sided neuron pool (P = 0.03, Mann–Whitney test; n = 34
neurons from 6 subjects), but not the right (P = 0.45, Mann–
Whitney test; n = 14 neurons from 2 subjects). This was con-
firmed with sequential feature selection analysis, which de-
monstrated side of recordings as a significant factor
(P < 0.0001). Finally, while we did identify rule-discriminating
individual neurons in both hemispheres, more of these
neurons were on the left (11 vs. 2). Taken together, these
findings suggest that the left-sided DLPFC (evaluated between
subjects) may be more critical to rule representation than its
right hemisphere counterpart.

Discussion

In this study, we recruited subjects undergoing deep brain
stimulator placement to perform an intraoperative task in
which they viewed pairs of items and then used either of 2
abstract rules to indicate whether the items matched. From
these subjects, we recorded spiking activity of individual
neurons in Brodmann area 9 of the DLPFC. The recorded
neurons—both individually and as a population—discrimi-
nated between the 2 abstract rules used to evaluate the item
pairings. Rule sensitivity was prominent in a window span-
ning the presentation of the second item and the subsequent
premotor response delay period. DLPFC neurons represented
these rules selectively and did not carry significant infor-
mation about the item categories, the match selection, or the
upcoming motor response.

Given the proposed complexity by which we evaluate
visual stimuli and select appropriate responses, it is not sur-
prising that many parts of the brain have been implicated in
the associated neural processing. Areas within the temporal
lobe, for example, have been linked to the encoding of paired
associations and to the categorization of individual objects
(Sakai and Miyashita 1991; Kreiman et al. 2000; Sigala and Lo-
gothetis 2002; Hung et al. 2005). Additionally, areas such as
the premotor cortex, parietal lobe, and the posterior cingulate
have been associated with the appropriate selection and
manipulation of items based on their use (Snyder et al. 1997;
Turken and Swick 1999; Tanji and Hoshi 2000; Jacobs et al.
2010).

The DLPFC is among the most caudal of PFC areas, receiv-
ing convergent input from the ventral and dorsal visual
streams (Rao et al. 1997; Fuster 2008). It receives dense affer-
ent connections from the temporal lobe and inferior frontal
cortex (Pandya and Yeterian 1990; Petrides and Pandya 1999)
and projects widely to structures such as the premotor,
anterior cingulate, and orbitofrontal areas (Bates and

Goldman-Rakic 1993; Lu et al. 1994). This situates the DLPFC
in a unique position to encode rules, enabling it to modulate
downstream areas responsible for modifying and executing
behavior while at the same time granting it access to prepro-
cessed, bottom-up signals that convey information about
changes in the external environment. Consistently, studies in
nonhuman primates using match-to-sample tasks have re-
vealed that neurons in the DLPFC (and other PFC subregions)
can encode differences in rules (White and Wise 1999; Wallis
et al. 2001).

There are several human neuroimaging studies that have in-
vestigated rule instantiation in the DLPFC with differing
results. Prior studies have suggested that the DLPFC plays a
role in rule acquisition (Crescentini et al. 2011), in maintain-
ing the representation of a freely selected rule (Bengtsson
et al. 2009), and also in rule-encoding—but only when the
forthcoming responses cannot be anticipated (as in our task;
Nee and Brown 2012). Other reports, in comparison, have
emphasized the rule sensitivity of the ventral PFC and other
cortical regions, rather than the DLPFC (Bunge et al. 2003;
Sakai and Passingham 2003).

The task in our study is distinct from previous paradigms
in that rule selection was not guided by either an external pre-
trial cue or subsequent feedback; rather, the appropriate rule
was inferred. Here, we demonstrate that human DLPFC
neurons can indeed represent differences in the abstract rules
chosen across trials. DLPFC neurons regarded these rules as
the most salient task feature, carrying little information about
the identities of the items that constituted the task pairs or the
rule-based response. Such rule selectivity is compatible with
prior findings, demonstrating that PFC neurons are capable of
representing behaviorally relevant information at the exclu-
sion of other task features (Rainer et al. 1998; Asaad et al.
2000).

In this study, we sought to mimic scenarios faced in natural
human behavior. Accordingly, our task was designed without
explicit external cues to instruct rule selection (such as a tone
or visual image at the start of the trial; Wallis et al. 2001;
Bunge et al. 2003). Rather, the task relied on the presented
pairings alone to guide selection of the appropriate evaluative
criterion (e.g. hammer–nail→ act on rule). While DLPFC
neurons were highly selective to the employed rules, we
found no differential response to the categorical identities of
the items used to make these pairings. We also found no
differences in behavioral reaction times or error rates to
suggest that the subjects were responding differently to the
rule types being used.

The timing of DLPFC discriminatory activity observed here
further argues that subjects were not prospectively encoding
or anticipating the rule to be invoked prior the second task
image. If this had been the case, we would have expected
rule differentiation during the first image delay (or perhaps
even the first image). Further, the latency of rule discrimi-
nation during the second image period was relatively long
when compared with similar animal studies (more than 1 s vs.
1–2 hundred milliseconds; Miller and Desimone 1994; Rainer
et al. 1998; Asaad et al. 2000; Wallis et al. 2001).

In summary, we observed differential DLPFC activity based
on the rule used to evaluate pairings of everyday items. By
representing such abstract rules, DLPFC neurons may function
to narrow the pool of candidate responses to those that are
most behaviorally relevant. Such an approach would be more
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efficient than encoding all possible sensory-motor selections
concurrently. By biasing downstream targets in this way, the
DLPFC may provide a critical processing step, facilitating
decisions under dynamic circumstances.
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