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Evidence suggests that affect plays a role in the develop-
ment of psychosis but the underlying mechanism requires 
further investigation. This study examines the moment-
to-moment dynamics between negative affect (NA) and 
paranoia prospectively in daily life. A  female general 
population sample (n = 515) participated in an experience 
sampling study. Time-lagged analyses between increases in 
momentary NA and subsequent momentary paranoia were 
examined. The impact of childhood adversity, stress sen-
sitivity (impact of momentary stress on momentary NA), 
and depressive symptoms on these time-lagged associa-
tions, as well as associations with follow-up self-reported 
psychotic symptoms (Community Assessment of Psychic 
Experiences and the Symptom Checklist-90-Revised) were 
investigated. Moments of NA increase resulted in a sig-
nificant increase in paranoia over 180 subsequent minutes. 
Both stress sensitivity and depressive symptoms impacted 
on the transfer of NA to paranoia. Stress sensitivity moder-
ated the level of increase in paranoia during the initial NA 
increase, while depressive symptoms increased persistence 
of paranoid feelings from moment to moment. Momentary 
paranoia responses to NA increases were associated with 
follow-up psychotic symptoms. Examination of microlevel 
momentary experience may thus yield new insights into 
the mechanism underlying co-occurrence of altered mood 
states and psychosis. Knowledge of the underlying mech-
anism is required in order to determine source and place 
where remediation should occur.
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childhood adversity/psychotic symptoms/depressive 
symptoms

Introduction

Recent evidence indicates that the phenotype of psycho-
sis is dimensional in nature and that the more frequent 
subclinical psychotic experiences share demographic, eti-
ological, and familial factors with the more severe clini-
cal psychotic symptoms.1 Furthermore, persistence of 
subclinical experiences of psychosis has been shown to 
predict transition to clinical symptoms and help-seeking 
behavior.2

Psychotic symptoms tend to occur more often in a 
context of negative mood states, at both the subclinical 
and the clinical level of expression.3,4 In a large general 
population study, psychotic experiences were reported 
by 27% of the individuals with an anxiety disorder or 
depression.5 Furthermore, the presence of psychotic 
experiences and clinically relevant psychotic symptoms 
in these individuals was progressively more likely with 
greater levels of manic or depressive symptoms.4 Also, 
depression and psychosis share a number of important 
risk factors such as childhood adversity,6–8 social 
dysfunction,9,10 social defeat experiences,11 and daily life 
stress sensitivity.12–15 Together, this suggests that affective 
alterations may be relevant to the development of both 
disorders.15 Support for this notion comes from a recent 
twin study,16 which showed a role for childhood adversity, 
daily life stress sensitivity, and current depressive 
symptoms in the shared pathway toward depression and 
psychotic symptoms. Also, previous studies demonstrated 
that the above risk factors enhance the experience of 
negative affect (NA),6,12–15 suggesting that NA could be 
the key element that increases risk for both depression 
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and psychosis. Cohort studies can show associations 
between symptom domains; however, they are less 
suitable to find out why significant factors on the causal 
pathway contribute to shared risk for both depression 
and psychosis. To further disentangle the underlying 
mechanisms, we may have to zoom in to the level of 
moment-to-moment affective dynamics connecting NA 
and subclinical feelings of paranoia. This shift from the 
epidemiological (macro) level to the microlevel of hour-
by-hour tracking of emotional dynamics may help explain 
whether and how exactly affective experiences impact on 
risk for psychosis,17 and how shared risk factors such 
as childhood adversity, stress sensitivity, and depressive 
symptoms may impact on dynamics between NA and 
subclinical paranoid ideation.

The Experience Sampling Method (ESM) is a technol-
ogy that allows for prospective tracking of affective and 
psychotic experiences from moment to moment,18,19 and 
thus suitable to examine how within-person change in 
one variable impacts on change in the other variable later 
on the same day.20

Therefore, the aim of the current study was to use ESM 
to examine prospectively (1) how moment-to-moment 
increase in NA impacts on subsequent feelings of para-
noia, (2) whether this effect is moderated by childhood 
adversity, daily life stress sensitivity, and depressive 
symptoms, and finally (3) whether the dynamics between 
NA and paranoia are moderated by follow-up course of 
psychotic symptoms.

Methods

Sample

Data were derived from 621 female individuals (576 twins 
and 45 non-twin sisters), who were part of a longitudi-
nal, general population twin study on genes, stress sen-
sitivity, and depression. Subjects were aged 18–61 years. 
They were recruited by mail (for details, see Jacobs and 
colleagues21) from the East Flanders Prospective Twin 
Survey (EFPTS) and from birth registers of Flemish 
municipalities in Belgium. The EFPTS population-based 
survey has prospectively recorded all multiple births in 
the province of East Flanders since 196422,23. The proj-
ect was approved by the local ethics committee. All par-
ticipants gave written informed consent. Given evidence 
for qualitative differences in the type of environmental 
stressors that are associated with depression in men and 
women,24 the sample was female only.

Procedure

In this study, the ESM was completed at baseline as 
well as additional measurements of psychopathology. 
Furthermore, participants completed four follow-up 
assessments (T1–T4) with measurements of psychopa-
thology. The average number of days between baseline 

and T1 was 132, 91 between T1 and T2, 116 between T2 
and T3, and 91 between T3 and T4. All interviews were 
administered by trained research psychologists or gradu-
ate psychological assistants.

ESM Assessment

ESM is a momentary assessment technique to prospec-
tively assess momentary experiences of subjects in their 
daily living environment.13,18,19 Subjects received a digi-
tal wristwatch and a set of ESM self-assessment forms 
collected in a booklet for each day. The wristwatch was 
programmed to emit a signal (beep) at an unpredictable 
moment in each of ten 90-min time blocks between 7.30 
am and 10.30 pm, on five consecutive days, resulting in a 
maximum of 50 beeps per person. The study used a semi-
random beep design to prevent anticipatory behavior of 
participants (for more methodological information, see 
previous ESM literature).13,14,18

 Appraisals of minor daily stressful events and momen-
tary feelings were measured. To measure ESM event-
related stress, subjects were asked to report the most 
important event that happened between the current and 
the previous beep. This event was subsequently rated on a 
7-point bipolar scale (from −3 = very unpleasant, 0 = neu-
tral, to 3  =  very pleasant). Event appraisals were thus 
available at each measurement. The scale was reversed so 
that higher scores represented a greater degree of dislike 
for the event (event stress). Stress sensitivity was defined 
as the effect of the (un)pleasantness appraisal of the most 
important event that had happened since the last beep on 
NA.6,12–14 Appraised events are thus compared for their 
level of NA. To create the variable stress sensitivity, the 
weighted mean NA was regressed on ESM event-related 
stress, resulting in a separate beta coefficient for each 
individual (see also Wichers and colleagues13).

Current affective states and feelings of paranoia were 
assessed as follows: “at this moment I feel....” The items 
assessing paranoia and other negative affective states 
were embedded in a list of adjectives comprising both 
negative and positive affective states. To prevent partici-
pants from reporting an overall negative affective experi-
ence, positive and negative items were alternated.

Factor analysis identified a single factor representing 
NA. The items “insecure,” “lonely,” “anxious,” “low,” and 
“guilty”—weighted for their factor loadings—were aver-
aged to form the measurement of NA (respective load-
ings were: 0.71, 0.60, 0.66, 0.68, 0.61).

For the current purpose, paranoia was assessed sepa-
rately with the adjective “suspicious” conforming to pre-
vious studies.20,25

Potential Moderators

Childhood Adversity.  Childhood adversity was mea-
sured at baseline (T0) using the shortened version 
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Childhood Trauma Questionnaire (CTQ)26,27 comprising 
25 items that assess five dimensions of childhood mal-
treatment: (1) physical abuse, (2) emotional abuse, (3) sex-
ual abuse, (4) physical neglect, and (5) emotional neglect. 
At the request of Twin Registry, the four most explicit 
items concerning sexual and physical abuse were omit-
ted, resulting in a 21-item self-report questionnaire. Items 
were scored on a scale of 1 (never true) to 5 (very often 
true). The sum score of all items was used as a continuous 
measure of childhood adversity.

Depressive Symptoms.  A continuous measure of depres-
sive symptoms was obtained using the validated depression 
subscale (13 items) of the Symptom Checklist-90-Revised 
(SCL-90-R).28,29 The SCL-90-R depression scores collected 
at baseline (T0) were used as a measure of current depres-
sive symptoms.

Psychotic Symptoms.  Psychotic symptoms were mea-
sured in two ways. First, psychotic symptoms were 
measured with the SCL-90-R with the two validated sub-
scales paranoid ideation (6 items) and psychoticism (10 
items).28,29 The SCL-90-R was administered at all T0–T4 
measurement occasions. Baseline psychosis score was 
assessed at T0. Follow-up SCL-90-R psychosis score was 
calculated as the mean over the measurements at T1, T2, 
T3, and T4. The mean of the four follow-up measure-
ments was used to obtain reliable assessments of follow-
up psychotic symptoms.

Second, psychotic experiences were assessed with 
the Community Assessment of Psychic Experiences 
(CAPE).30 The CAPE is a 42-item validated self-report 
questionnaire to assess psychopathological experiences in 
the general population.30 Items resemble positive symp-
toms of schizophrenia (20 items), negative symptoms (14 
items), and depressive symptoms (8 items). The CAPE 
was administered 3 times, at baseline T0, and at T2 and 
T4. A baseline psychosis score was constructed using the 
positive symptom dimension at T0; a follow-up psychosis 
score was constructed using the mean of this dimension 
over the follow-ups (T2 and T4).

Statistical Analysis

Analyses were carried out in STATA 11.031. As ESM mea-
surements of NA and paranoia were available for 5 days 
with a maximum of 10 measurements per day per person 
with an average 90 min in between, the data were ideally 
suited to explore the dynamic within-subject temporal 
associations between NA and paranoia. Within-subject 
fluctuations of paranoia following a within-subject 
increase in NA were examined. Within-subject increase in 
NA was defined as reporting higher levels of NA compared 
with the beep before. An advantage of measurements of 
within-subject change is that all potential between-person 
differences in scoring tendencies on the Likert scale are 

eliminated. To examine paranoia fluctuations following 
NA increase, all the beep moments with a within-subject 
increase in NA, compared with the beep before, were 
selected. Variables were created representing paranoia at 
beep moments before, during, and following the increase 
in NA (ie, paranoia at t − 1, t, t + 1, t + 2, t + 3, t + 4, 
t + 5). Thus, multiple time lags were examined to create 
a fine-grained “film” of changes in paranoia relating to 
an increase in NA in daily life. The data were reshaped in 
long format with a new “time” variable representing the 
distance in beeps from the moment of “increase in NA.” 
In this way, a multilevel regression analysis with time as 
the independent and paranoia as the dependent variable 
could be carried out. The time value t − 1 (one beep before 
the increase in NA) was taken as reference value.

The following models were used: The main effect of 
NA increase on paranoia over t − 1 to t + 5 was exam-
ined by regressing paranoia following the NA increase 
on time. To test the hypothesis that putative risk fac-
tors moderate the effect of time on paranoia following 
NA increase, paranoia was regressed on the interaction 
between the risk factor and time. This was done sepa-
rately for each of the three risk factors, by regressing 
paranoia on the relevant 2-way interaction (respectively: 
“childhood adversity × time,” “stress sensitivity × time,” 
and “current depressive symptoms × time”). To facilitate 
interpretation of the 2-way interaction analyses, dose-
response relationships were graphically displayed. These 
were assessed by dividing the distributions of the contin-
uous risk factor variables (childhood adversity, stress sen-
sitivity, and current depressive symptoms, respectively) 
by their tertiles. Stratified effect sizes were calculated by 
linear combination of the relevant variables in the model 
containing the interaction, using the STATA LINCOM 
routine. Main effects and interactions were evaluated sta-
tistically with Wald tests. Independence of the different 
interactions was examined by simultaneously entering all 
three interactions into the regression model.

Finally, analyses were conducted to examine whether 
moment-to-moment NA-paranoia dynamics were asso-
ciated with follow-up course of psychotic symptoms. In 
this analysis, it was examined whether the effect of time 
(in beeps) on paranoia was moderated by follow-up SCL-
90-R and CAPE psychosis score. These analyses were 
corrected for baseline psychosis score.

ESM data have a hierarchical structure in which ESM 
observations (level 1)  are clustered within participants 
(level 2). In addition, in the current data set, participants 
(level 2) were clustered within twin pairs (level 3). Data 
were, therefore, analyzed using multilevel random 
regression analysis with the XTMIXED module. 
Analyses were adjusted for the absolute amount of NA 
increase because the amount of emotional change may 
confound the subsequent response. Continuous variables 
were standardized to obtain comparable standardized 
effect sizes.
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Results

Subject Characteristics

Of the total subject sample of 621 white females, 610 par-
ticipated in the ESM procedure. Thirty-one subjects were 
excluded because they missed more than 30% of valid 
ESM self-reports.18 This resulted in a subject sample of 
579 female subjects. Another 64 individuals were excluded 
because they did not demonstrate an increase in NA over 
the total ESM period, resulting in a sample of 515 indi-
viduals. An additional 8, 24, and 7 individuals had miss-
ing values for childhood adversity, stress sensitivity, and 
current depressive symptoms, respectively. Furthermore, 
2 and 53 individuals had missing values at all follow-up 
measurements of SCL-90-R and CAPE psychosis scores, 
respectively.

Mean age of the 515 subjects was 27.7 years (SD = 8.3, 
range 18–61). Sixty-four percent had a college or univer-
sity degree, 34% completed secondary education, and 
1% had primary education only. The majority were cur-
rently employed (60% employed, 37% students, 3% unem-
ployed). At baseline, 66 subjects (12.8%) had one or more 
Structured Clinical Interview for DSM-IV Axis I disor-
ders (SCID-I) psychotic symptoms. Twenty-five subjects 
(4.9%) had a current major depression and 86 (16.7%) had 
a history of major depression. Baseline mean item scores 
for SCL-90-R depression, SCL-90-R psychosis, CAPE 
psychosis, and childhood adversity were 1.6 (SD = 0.62), 
1.4 (SD  =  0.41), 1.3 (SD  =  0.21), and 1.7 (SD  =  0.63), 
respectively. Mean stress sensitivity score was.0.2 (SD =   
0.29). Correlations between childhood adversity, stress 
sensitivity, and current SCL-90-R depression were low to 
moderate, ranging from .14 to .24 and .39.

A total of 37 valid beep reports were completed per 
individual. At the selected beep moments with a NA 
increase (Nobs = 2906, nsubj = 515), the average reported NA 
(on a scale from 1 to 7) was 2.0 (SD = 0.86), average NA 
increase was.66 (SD = 0.60), and average paranoia was 1.4 
(SD = 1.0). Average reported paranoia before and follow-
ing increase in NA varied from 1.2 to 1.3. Correlations 
between paranoia and NA items varied from .11 to .31. 
Mean follow-up SCL-90-R psychosis item scores ranged 
from 1 to 3.1 (median of 1.2). Mean follow-up CAPE psy-
chosis item scores ranged from 1 to 1.9 (median of 1.2).

NA and Paranoia Daily Dynamics

Paranoia was significantly increased at moments follow-
ing the increase in NA. Up to four beep moments later (at 
t, t + 1 [±90 min], t + 2 [±180 min], and t + 4 [±360 min]), 
the increase in paranoia, compared with paranoia at  
t − 1, was statistically significant (see figure 1).

Moderation of NA-Paranoia Dynamics by Risk Factors

Childhood Adversity.  Childhood adversity positively 
moderated the effect of increase in NA on subsequent 

paranoia levels. For two consecutive moments (t and t + 
1; up to ±90 min following the increase in NA), the inter-
action effect of “time × childhood adversity” on para-
noia was significant (table 1), with greatest effect sizes for 
those in the highest tertile group of childhood adversity 
(figure 2a).

Stress Sensitivity.  Stress sensitivity positively moder-
ated the effect of an increase in NA on subsequent para-
noia levels (see table  1). For two consecutive moments  
(t and t + 1; up to ±90 min following the increase in NA), 
the interaction effect of “time × stress sensitivity” on 
paranoia was significant, again with greatest effect sizes 
being apparent for those in the highest tertile group of 
stress sensitivity (figure 2b).

Current Depressive Symptoms.  Current depressive 
symptoms positively moderated the effect of NA increase 
on subsequent paranoia levels (see table  1). For two 
consecutive moments (t + 1 and t + 2; from ±90 up to 
±180 min following the increase in NA), the interaction 
effect between depressive symptoms and time on para-
noia was significant, again with greatest effect sizes for 
those in the highest tertile group of current depressive 
symptoms (figure 2c).

Independence of Effects of Childhood Adversity, Stress 
Sensitivity, and Current Depressive Symptoms

When all three 2-way interaction variables were entered 
simultaneously in the model (table 1), the significance of 
“childhood adversity (continuous) × time” on paranoia 
following the NA increase at both t and t + 1 was lost (8% 
and 26% drop in effect size, respectively). The modera-
tion of the effect by stress sensitivity remained significant 
only at the moment of NA increase (effect sizes dropped 
2% at t and 16% at t + 1, respectively). The moderation 
of the effect by “current depressive symptoms” remained 
significant at t + 1, but not at t + 2 (9% and 11% drop in 
effect size, respectively).

The Association Between the Paranoia Response  
to NA Increase in Daily Life and Follow-Up  
Psychotic Symptoms

Follow-up psychotic symptoms positively moderated 
the effect of NA increase on subsequent paranoia levels. 
For three consecutive moments (t, t + 1, and t + 2; up to 
±180 min following the increase in NA), the interaction 
effect between mean follow-up SCL-90-R psychosis 
score and time following NA increase on paranoia was 
significant (table 2).

The interaction effect between mean follow-up CAPE 
psychosis and time following NA increase on paranoia 
was significant at four beep moments (t, t + 1, t + 2, and 
t + 5; up to 450 min following the increase in NA) (see 
table 2).
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Discussion

This study showed a subtle moment-to-moment dynamic 
interplay between NA and feelings of  paranoia. An 
increase in NA resulted in a simultaneous increase in 
feelings of  paranoia that remained significant up to 3 h 
afterward. Furthermore, childhood adversity, stress sen-
sitivity, and current depressive symptoms differentially 
affected the dynamic interplay between NA and para-
noia, in terms of  changes in increase and persistence 
of  the paranoia response to the change in NA. Finally, 
individuals with higher SCL-90-R and CAPE follow-
up psychotic symptoms showed increased transfer of 
NA to feelings of  paranoia. Thus, paranoia following 
subtle everyday feelings of  NA was associated with 
future course of  symptoms, indicating that daily life 

microdynamics between NA and paranoia are relevant 
for future symptomatology.

Emotional Dynamics: A Differentiation Between 
Amplitude and Persistence

The current results illustrate how affective risk factors exert 
their effects at the microlevel of daily life experiences. Results 
demonstrated that childhood adversity, stress sensitivity, 
and current depressive symptoms all impacted on the 
dynamic interplay between NA and paranoia. However, 
the effect of childhood adversity was no longer significant 
when the interactions of all risk factors were entered into 
the model simultaneously. Because childhood adversity is 
known to increase stress sensitivity,6 variance previously 
explained by childhood adversity was likely explained by 

Fig. 1.  Paranoia fluctuations over time following negative affect (NA) increase. Levels of paranoia at the different beep moments were 
tested for significance compared with their baseline level (at t − 1).

Table 1.  Moderation by Risk Factors of the Effect of Time (Before and Following Increase in NA) on Paranoia

Effect on paranoia

Childhood  
Adversity ×  
Timea

Childhood  
Adversity × 
Timea,b

Stress  
Sensitivity ×  
Timea

Stress  
Sensitivity ×  
Timea,b

Depression × 
Timea

Depression × 
Timea,b

β χ2 P β χ2 P β χ2 P β χ2 P β χ2 P β χ2 P

t: During NA increase .05 4.2 .04 .02 0.8 .36 .07 9.7 .002 .06 7.5 .006 .03 2.0 .15 .00 0.0 .99
t + 1: 1 beep later .06 5.1 .02 .02 0.5 .49 .06 5.3 .02 .04 2.3 .13 .08 10.1 .002 .06 4.8 .03
t + 2: 2 beeps later .04 2.8 .09 .01 0.1 .80 .01 0.1 .79 −.01 0.1 .72 .05 4.6 .03 .04 2.4 .12
t + 3: 3 beeps later .01 0.1 .78 −.02 0.3 .59 .03 1.6 .21 .03 0.8 .38 .03 1.0 .31 .02 0.6 .42
t + 4: 4 beeps later −.02 0.6 .44 −.05 2.1 .15 .03 0.9 .35 .02 0.6 .45 .02 0.4 .54 .02 0.4 .53
t + 5: 5 beeps later .02 0.8 .38 .01 0.0 .88 .02 0.4 .54 .01 0.1 .81 .05 2.4 .12 .04 1.2 .28

Note: All effects sizes of the interactions were standardized. Significant interaction effects are in bold. The reference category is the 
moment before the increase in negative affect (NA) (t − 1). Time difference between beeps is on average 90 min.
aAnalysis is corrected for absolute increase in NA.
bFull model includes all three 2-way interactions (childhood adversity × time, stress sensitivity × time, and depression × time).
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stress sensitivity in the latter model. Stress sensitivity and 
depressive symptoms, however, did show independent 
effects on the transfer of NA to paranoid feelings, but 

differed in the mechanism by which they impacted on 
this transfer. While stress sensitivity exerted an immediate 
effect, the effect of current depressive symptoms on 

Fig. 2.  Effect of time on paranoia following negative affect (NA) increase stratified by level of childhood adversity (a), stress sensitivity 
(b), or current depressive symptoms (c), respectively.

Table 2.  Moderation of the Effect of Time (Before and Following Increase in NA) on Paranoia by Follow-Up Psychotic Symptoms

Effect on Paranoia

Follow-Up SCL-90-R Psychosis Follow-Up CAPE Psychosis

β χ2 P β χ2 P

t: Paranoia at NA increase .08 14.1 ≤.001 .07 9.8 .002
t + 1: Paranoia 1 beep later .10 15.5 ≤.001 .06 4.9 .03
t + 2: Paranoia 2 beeps later .05 4.0 .05 .06 4.2 .04
t + 3: Paranoia 3 beeps later .04 2.5 .11 .03 1.1 .30
t + 4: Paranoia 4 beeps later .04 1.7 .19 .06 3.5 .06
t + 5: Paranoia 5 beeps later .06 3.4 .07 .08 5.4 .02

Note: CAPE, Community Assessment of Psychic Experiences; NA, negative affect; SCL-90-R, Symptom Checklist-90-Revised. All effects 
sizes of the interactions were standardized. Significant interaction effects are in bold. The reference category is the moment before the increase 
in NA (t − 1). Time difference between beeps is on average 90 min. All analyses were corrected for baseline levels of psychotic experiences.
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paranoia had a delayed onset. Stress sensitivity increased 
the amplitude of the paranoia boost at the moment of NA 
increase, possibly reflecting altered attentional focus on 
negative valence.32,33 Depressive symptoms, on the other 
hand, did not significantly influence the amplitude at the 
moment of NA increase, but affected the persistence of  
paranoia. Depressive symptoms thus increased the time 
that paranoid feelings remained present over the day. 
Alterations in rumination, a response-focused emotion 
regulation strategy, or alterations in capacity for cognitive 
reappraisal, an antecedent-focused emotion regulation 
strategy, may play a role in persistence of paranoid 
feelings in individuals with depressive symptoms.32–36 
Epidemiological studies found that, at the macrolevel, 
persistence of psychotic symptoms is a strong risk factor 
for developing clinically relevant psychotic symptoms.2 It 
should be further investigated whether this is also true for 
psychotic experiences at the level of moment-to-moment 
persistence. This study showed that both stress sensitivity 
and depressive symptoms impacted on the dynamic 
interplay between NA and paranoia. This contrasts with a 
previous study,16 which showed that depressive symptoms, 
but not daily life stress sensitivity, was the final mediator 
on the pathway from childhood adversity to psychosis. 
However, it is possible that persistence of paranoia, 
associated here with depressive symptoms, has a stronger 
influence on future course than moment-specific higher 
levels of paranoia, associated here with stress sensitivity.

Insights Into the Affective Pathway of Psychosis: 
Combining Knowledge of the Macro- and the 
Microlevels of Experience

The current results provide further insights into the 
underlying mechanisms of the co-occurrence of affec-
tive symptomatology and psychosis (see figure 3). At the 
epidemiological (macro) level, it has been shown that (1) 
childhood adversity is a risk factor for both depressive 
and psychotic symptoms,6,7 (2) childhood adversity pre-
dicts increased negative affective responses to stress in 
daily life,6,15 (3) stress sensitivity in turn predicts depres-
sive and psychotic symptoms,13,14 and (4) depressive symp-
toms mediate the pathway from childhood adversity to 
psychotic symptoms.16 Furthermore, psychotic symp-
toms, especially when persistent, constitute a risk factor 
for later clinical symptoms, help-seeking behavior, and, 
finally, the development of diagnosable psychotic disor-
der.2,17 The shift to the microlevel in the current study adds 
insights into how and why risk factors for NA may impact 
on the later development of psychosis. It seems that at 
the momentary level NA may drive the experience of 
low-level paranoid feelings. Repetitively such increases in 
paranoia experiences following boosts of NA may sensi-
tize individuals and build up to something more clinically 
relevant.37 This study showed indeed that the accumula-
tion of everyday subtle paranoia following increase in NA 

predicted future course of psychotic symptoms. The find-
ings of the current study thus support the idea that the 
smallest and most subtle emotional patterns and interaf-
fective responses in daily life cumulatively may result in 
observable psychotic symptoms months later. Zooming 
in to the microlevel may, therefore, constitute a way to 
uncover the smallest building blocks of the dimensional 
development of psychosis. Knowledge of these underly-
ing mechanisms is highly relevant to get closer to the exact 
source and place where remediation should take place.

The findings should be interpreted in the light of cur-
rent knowledge on emotion regulation, the processes by 
which humans modify negative and positive emotions 
with regard to their intensity, when they occur, how long 
they last, and how they are expressed.32 The “Process 
Model” by Gross32,33 is the leading model of emotion 
regulation. It proposes that emotions unfold as a multi-
componential process, whereby a situation occurs (either 
external or internal) that is then attended to, giving rise 
to an appraisal of the situation’s valence and motiva-
tional relevance, which results in a series of experiential, 
behavioral, and neurophysiological response changes. 
As discussed above, both antecedent-focused (situation 
selection, situation modification, attentional deployment, 
cognitive change/reappraisal) and response-focused 
(response modulation/affective suppression/rumination) 
emotion regulation strategies may be relevant in explain-
ing the findings. Therefore, interventions teaching indi-
viduals to use emotion regulation strategies, as developed 
for use in anxiety disorders and depression,36 may be rel-
evant in this context. For example, emotion regulation 
therapies directed at teaching reappraisal may decrease 
the types of negative experiences that give rise to para-
noia and psychosis.33,35,36 Future studies are needed to 
examine how potentially predictive real-life patterns of 
paranoia can assist in improving personalized risk assess-
ment and clinical decision making.38

Methodological Issues

A critical remark is that effect sizes in this study are rela-
tively small (under 0.2).39 However, unlike effects reported 
in most unilevel studies, these effects do not impact once, 
but impact repeatedly on daily life experience. Therefore, 
effect sizes reported in the current study, although below 
Cohen’s39 indication of 0.2, cumulatively may well be clin-
ically significant.

We do not exclude the possibility that continuation 
of NA itself  also induced continuation of paranoia over 
time. Thus, paranoia persistence may not be independent 
of co-occurring NA. However, in our opinion, this does 
not diminish the clinical relevance of the findings. Instead, 
it shows how closely NA is involved in the development 
of subtle experiences of paranoia, which eventually and 
cumulatively may contribute to development of psychotic 
symptomatology.
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Second, childhood adversity was measured retrospec
tively with a self-report questionnaire, which was adapted 
on request of the Flemish Twin Register. The total average 
childhood adversity score may be somewhat lower due to 
the omission of the four most explicit items. This may 
have resulted in reduced effect sizes of early adversity 
on paranoia following the NA increase. Also, twins may 
differ from singletons in that they may experience more 
social support (compared with non-twins) that buffers 
against psychopathology. If  this is the case, then the 
current results likely reflect a conservative estimation of 
the effects in the general population. The low average 
childhood adversity score and its limited variability may 
also indicate that the subjects sample is a privileged and 
relatively healthy group.

Furthermore, ESM measurements of affect, stress 
sensitivity, and paranoia are based on subjective reports. 
However, the prospective nature of the study and in-the-
moment collection of observations minimalized influ-
ences of recall bias or cognitive reinterpretation. Also, 
self-reported compliance, as assessed electronically in 
a subsample, was very high (96.4%).40 However, the use 
of an electronic ESM device in which the exact time of 
answering the questions is recorded will enhance accu-
racy of measurements.

Finally, subjects were female with a high mean educa-
tional level. Due to gender differences in risk factors for 
different pathways to psychosis,15 the results of the study 

may not be generalized to men and those with lower edu-
cational level.
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