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Abstract
Investigated the relationship between change over time in severity of depression symptoms and
facial expression. Depressed participants were followed over the course of treatment and video
recorded during a series of clinical interviews. Facial expressions were analyzed from the video
using both manual and automatic systems. Automatic and manual coding were highly consistent
for FACS action units, and showed similar effects for change over time in depression severity. For
both systems, when symptom severity was high, participants made more facial expressions
associated with contempt, smiled less, and those smiles that occurred were more likely to be
accompanied by facial actions associated with contempt. These results are consistent with the
“social risk hypothesis” of depression. According to this hypothesis, when symptoms are severe,
depressed participants withdraw from other people in order to protect themselves from anticipated
rejection, scorn, and social exclusion. As their symptoms fade, participants send more signals
indicating a willingness to affiliate. The finding that automatic facial expression analysis was both
consistent with manual coding and produced the same pattern of depression effects suggests that
automatic facial expression analysis may be ready for use in behavioral and clinical science.

I. INTRODUCTION
Unipolar depression is a commonly occurring mental disorder that meaningfully impairs
quality of life for patients and their relatives [42]. It is marked by depressed mood and
anhedonia, as well as changes in appetitive motivation, cognition, and behavior [3].
Theoretical conjectures concerning the nature of depression have focused on
neurobiological, psychosocial, and evolutionary processes. Recent work also underscored
the important role of facial behavior in depression as a mechanism of emotional expression
and nonverbal communication. The current study used manual and automatic facial
expression analysis to investigate the impact of depressive symptom severity on facial
expressions in a dataset of clinical interviews.

A. Facial Expression and Depression
A facial expression can be examined with regard to both its structure and its function. The
structure of a facial expression refers to the specific pattern of muscle contraction that
produces it, while the function of a facial expression refers to its potential as a bearer of
information about emotions, intentions, and desires [31]. According to the neuro-cultural
model, facial expressions of emotion are subject to two sets of determinants [14]. First, a

Correspondence to Jeffrey M. Girard, jmg174@pitt.edu.

NIH Public Access
Author Manuscript
Proc Int Conf Autom Face Gesture Recognit. Author manuscript; available in PMC 2014
February 26.

Published in final edited form as:
Proc Int Conf Autom Face Gesture Recognit. 2013 ; : 1–8. doi:10.1109/FG.2013.6553748.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



neurologically-based “facial affect program” links particular emotions with the firing of
particular facial muscles. Second, cultural learning dictates what events elicit which
emotions and what display rules are activated in a given context. Display rules are social
norms regarding emotional expression that may lead to a facial expression being
deamplified, neutralized, qualified, masked, amplified, or simulated [15].

From this perspective (i.e., due to the influence of display rules), it is impossible to infer a
person’s “true” feelings, intentions, and desires from a single facial expression with absolute
confidence. The current study addresses this issue by analyzing patterns of facial expression
over time and by presenting the structure of these patterns before speculating about their
functional meaning.

A number of theories attempt to predict and explain the patterns of facial behavior displayed
by individuals suffering from depression. However, these theories make predictions based
on broad emotional or behavioral dimensions, and some work is required to convert them to
testable hypotheses based on facial expression structure. This conversion is accomplished by
linking the contraction of particular facial muscles to particular emotions [15] which have
been located on the relevant emotional dimensions [29, 30, 33, 41].

The current study explores three emotional dimensions: valence, dominance, and affiliation.
Valence captures the attractiveness and hedonic value of an emotion or behavioral intention;
happiness is positive in valence, while anger, contempt, disgust, fear, and sadness are
negative in valence. Dominance captures the status, power, and control of an emotion or
behavioral intention; anger, contempt, and disgust are positive in dominance, while fear and
sadness are negative in dominance. Affiliation captures the solidarity, friendliness, and
approachability of an emotion or behavioral intention; happiness, sadness, and fear are
positive in affiliation, while anger, contempt, and disgust are negative in affiliation.

The mood-facilitation (MF) hypothesis [39] states that moods increase the likelihood and
intensity of “matching” emotions and decrease the likelihood and intensity of “opposing”
emotions. As depression is marked by pervasively negative mood, this hypothesis predicts
that the depressed state will be marked by potentiation of facial expressions related to
negative valence emotions and attenuation of facial expressions related to positive valence
emotions [53].

The emotion context insensitivity (ECI) hypothesis [40] views depression as a defensive
motivational state of environmental disengagement. It posits that depressed mood serves to
conserve resources in low-reward environments by inhibiting overall emotional reactivity.
As such, this hypothesis predicts that the depressed state will be marked by attenuation of all
facial expressions of emotion.

The social risk (SR) hypothesis [1] views depression as a risk-averse motivational state
activated by threats of social exclusion. It posits that depressed mood tailors communication
patterns to the social context in order to minimize outcome variability. This is accomplished
by signaling submission (i.e., negative dominance) in competitive contexts and withdrawal
(i.e., negative affiliation) in exchange-oriented contexts where requests for aid may be
ignored or scorned. Help-seeking behavior (i.e., negative valence and positive affiliation) is
reserved for reciprocity-oriented contexts with allies and kin who are likely to provide the
requested succor.

B. Summary of Previous Work
Early work demonstrated that untrained observers were able to identify depressed
individuals and depression severity from nonverbal behavior [54, 55]. These findings
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impelled a long history of research investigating the facial expressions of patients with
depression. Overall, this work has indicated that depression is characterized by the
attenuation of smiles produced by the zygomatic major muscle (e.g., [10, 19, 25, 32, 50]).
Studies also found differences in terms of other facial expressions, but these results were
largely equivocal. For example, some studies found evidence of attenuation of facial
expressions related to negative valence emotions [5, 25, 26, 38, 50], while others found
evidence of their potentiation [6, 37, 44, 47]. Although a full literature review is beyond the
scope of this paper, a summary of this work and its limitations is included to motivate our
approach.

First, many previous studies confounded current and past depression by comparing
depressed and non-depressed control groups. Because history of depression has been highly
correlated with heritable individual differences in personality traits (e.g., neuroticism) [34],
any between-group differences could have been due to either current depression or stable
individual differences. The studies that addressed this issue by following depressed
participants over time have yielded interesting results. For instance, patterns of facial
expression during an intake interview were predictive of later clinical improvement [7, 17,
45], and patterns of facial expression changed over the course of treatment [22, 24, 32, 43].

Second, many previous studies examined the facial expressions of depressed participants in
contexts of low sociality (e.g., viewing static images or film clips alone). However, research
has found that rates of certain facial expressions can be very low in such contexts [23]. As
such, previous studies may have been influenced by a social “floor effect.”

Third, the majority of previous work explored an extremely limited sample of facial
expressions. However, proper interpretation of the function of a facial expression requires
comprehensive description of its structure. For example, the most prominent finding in
depression so far has been the attenuation of zygomatic major activity. This led many
researchers to conclude that depression is marked by attenuation of expressed positive
affect. However, when paired with the activation of other facial muscles, zygomatic major
contraction has been linked to all of the following, in addition to positive affect: polite
engagement, pain, contempt, and embarrassment (e.g., [2, 15]).

To explore this issue, a number of studies on depression [10, 25, 38, 51] compared smiles
with and without the “Duchenne marker” (i.e., orbicularis oculi contraction), which has been
linked to “felt” but not “social” smiles [16]. Because the results of these studies were
somewhat equivocal, more research is needed on the occurrence of different smile types in
depression. Similarly, with only one exception, no studies have examined the occurrence of
“negative affect smiles” in depression. These smiles include the contraction of facial
muscles that are related to negative valence emotions. Reed et al. [37] found that negative
affect smiles were more common in currently depressed participants than in those without
current symptomatology.

Finally, the majority of previous work used manual facial expression analysis (i.e., visual
coding). Although humans can become highly reliable at coding even complex facial
expressions, the training required for this and the coding itself is incredibly time-consuming.
In an effort to alleviate this time burden, a great deal of interdisciplinary research has been
devoted to the development of automated systems for facial expression analysis. Although
initial applications to clinical science are beginning to appear [13, 28], very few automatic
systems have been trained or tested on populations with psychopathology.
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C. The Current Study
The current study addresses the limitations of previous research and makes several
contributions to the literature. First, we utilize a longitudinal design and follow depressed
patients over the course of treatment to examine whether their patterns of facial expression
change with symptom reduction. By sampling participants over time, we are able to control
for personality and other correlates of depression, as well as stable individual differences in
expressive behavior.

Second, we explore patterns of facial expression during a semi-structured clinical interview.
In addition to providing a highly social context, this interview is also more ecologically
valid than a solitary stimulus-viewing procedure.

Third, we examine a wide range of facial actions conceptually and empirically related to
different affective states and communicative functions. This allows us to explore the
possibility that depression may affect different facial actions in different ways. In addition to
examining these facial actions individually, we also examine their co-occurrence with
smiling. This allows us to explore complex expressions such as Duchenne smiles and
negative affect smiles.

Finally, we evaluate an automatic facial expression analysis system on its ability to detect
patterns of facial expression in depression. If an automated system can achieve
comparability with manual coding, it may become possible to code larger datasets with
minimal human involvement.

II. METHODS
A. Participants

Video from 34 adults (67.6% female, 88.2% white, mean age 41.6 years) in the Spectrum
database [13] has been FACS-coded. The participants were diagnosed with major depressive
disorder [3] using a structured clinical interview [20]. They were also interviewed on one or
more occasions using the Hamilton Rating Scale for Depression (HRSD) [27] to assess
symptom severity over the course of treatment (i.e., interpersonal psychotherapy or a
selective serotonin reuptake inhibitor). These interviews were recorded using four hardware-
synchronized analogue cameras. Video from a camera roughly 15 degrees to the
participant’s right was digitized into 640x480 pixel arrays at a frame rate of 29.97 frames
per second (Fig. 1a).

Data from all 34 participants was used in the training of the automatic facial expression
analysis system. To be included in the depression analyses, participants had to have high
symptom severity (i.e., HRSD ≥ 15) during their initial interview and low symptom severity
(i.e., HRSD ≤ 7) during a subsequent interview. A total of 18 participants (61.1% female,
88.9% white, mean age 41.1 years) met these criteria, yielding a total of 36 interviews for
analysis. Because manual FACS coding is highly time-consuming, only the first three
interview questions (about depressed mood, feelings of guilt, and suicidal ideation) were
analyzed. These segments ranged in length from 857 to 7249 frames with an average of
2896.7 frames. To protect participant confidentiality, the Spectrum database is not publicly
available.

B. Manual FACS Coding
The Facial Action Coding System (FACS) [18] is the current gold standard for facial
expression annotation. FACS decomposes facial expressions into component parts called
action units. Action units (AU) are anatomically-based facial actions that correspond to the
contraction of specific facial muscles. For example, AU 12 codes contractions of the
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zygomatic major muscle and AU 6 codes contractions of the orbicularis oculi muscle. For
annotating facial expressions, an AU may occur alone or in combination with other AUs.
For instance, the combination of AU 6+12 corresponds to the Duchenne smile described
earlier.

Participant facial behavior was manually FACS coded from video by certified and
experienced coders. Expression onset, apex, and offset were coded for 17 commonly
occurring AU. Overall inter-observer agreement for AU occurrence, quantified by Cohen’s
Kappa [12], was 0.75; according to convention, this can be considered good or excellent
agreement. The current study analyzed nine of these AU (Table I) that are conceptually
related to affect [15] and occurred sufficiently in the database (i.e., ≥5% occurrence).

C. Automatic FACS Coding
1. Face Registration: In order to register two facial images (i.e., the “reference

image” and the “sensed image”), a set of points called landmark points is utilized.
Facial landmark points indicate the location of the important facial components
(e.g., eye corners, nose tip, jaw line). In order to automatically interpret a novel
face image, an efficient method for tracking the facial landmark points is required.
In this study, we utilized Active Appearance Models (AAM) to track facial
landmark points. AAM is a powerful statistical approach that can simultaneously
match the face shape and texture (i.e., model) into a new facial image [36]. In this
study, we used 66 facial landmark points (Fig. 1b). In order to build the AAM
shape and appearance model, we used approximately 3% of frames for each
subject. The frames then were automatically aligned using a gradient-descent AAM
fit. Afterwards, we utilized 2D similarity transformation for mapping the landmark
points to the references points, which were calculated by averaging over all frames.

2. Feature Extraction: Facial expressions appear as changes in facial shape (e.g.,
curvedness of the mouth) and appearance (e.g., wrinkles and furrows). In order to
describe facial expression efficiently, it would be helpful to utilize a representation
that can simultaneously describe the shape and appearance of an image. Localized
Binary Pattern Histogram (LBPH), Histogram of Oriented Gradient (HOG), and
localized Gabor are some well-known features that can be used for this purpose
[48]. Localized Gabor features were used in this study, as they have been found to
be relatively robust to alignment error [11]. A bank of 40 Gabor filters (i.e., 5
scales and 8 orientations) was applied to regions defined around the 66 landmark
points, which resulted in 2640 Gabor features per video frame.

3. Dimensionality Reduction: In many pattern classification applications, the number
of features is extremely large. This size makes the analysis and classification of the
data a very complex task. In order to extract the most important and efficient
features of the data, several linear techniques, such as Principle Component
Analysis (PCA) and Independent Component Analysis (ICA), and nonlinear
techniques, such as Kernel PCA and Manifold Learning, have been proposed [21].
We utilized the manifold learning technique to reduce the dimensionality of the
Gabor features. The idea behind this technique is that all the data points lie on a
low dimensional manifold that is embedded in a high dimensional space [8].
Specifically, we utilized Laplacian Eigenmap [4] to extract the low-dimensional
features and then, similar to Mahoor et al. [35], we applied spectral regression to
calculate the corresponding projection function for each AU. Through this step, the
dimensionality of the Gabor data was reduced to 29 features per video frame.

4. Classifier Training: In machine learning, feature classification aims to assign each
input value to one of a given set of classes. A well-known classification technique
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is the Support Vector Machine (SVM). The SVM classifier applies the “kernel
trick,” which uses dot product, to keep computational loads reasonable. The kernel
functions (e.g., linear, polynomial, and radial basis function (RBF)) enable the
SVM algorithm to fit a hyperplane with a maximum margin into the transformed
high dimensional feature space. RBF kernels were used in the current study. To
build a training set, we randomly sampled 50 positive and 50 negative frames from
each subject. To train and test the SVM classifiers, we used the LIBSVM library
[9]. To find the best classifier and kernel parameters (e.g., C and γ), we used a
“grid-search.”

D. Data Analysis
To enable comparison between interviews with high and low symptom severity, the same
facial expression measures were extracted from both. First, to capture how often the
different expressions occurred, we calculated the proportion of all frames during which each
AU was present. Second, to explore complex facial expressions, we also looked at how often
different AU co-occurred with AU 12 (i.e., smiles). To do so, we calculated the proportion
of smiling frames during which each AU occurred. These measures were calculated
separately for each interview and compared within-subjects using paired-sample t-tests.

We compared manual and automatic FACS coding with respect to both agreement and
reliability using a leave-one-subject-out cross-validation. Agreement represents the extent to
which two systems tend to make the same judgment on a frame-by-frame basis [49]. That is,
for any given frame, do both systems detect the same AU? Inter-system reliability, in
contrast, represents the extent to which the judgments of different systems are proportional
when expressed as deviations from their means [49]. For each video, reliability asks whether
the systems are consistent in their estimates of the proportion of frames that include a given
AU. For many purposes, such as comparing the proportion of positive and negative
expressions in relation to severity of depression, reliability of measurement is what matters.
Agreement was quantified using F1-score [52], which is the geometric mean of precision
and recall. Reliability was assessed using intraclass correlation (ICC) [46].

III. RESULTS
A. Comparison of manual and automatic coding

Manual and automatic coding was very consistent (Table II). The two systems demonstrated
high reliability with respect to the proportion of frames each AU was present; ICC scores
were above 0.850 for each single AU and above 0.700 for most AU combinations. Inter-
system agreement with respect to the frame-by-frame presence of each AU was moderate to
high, with F1 scores above 0.700 for most single AUs and above 0.600 for most AU
combinations.

B. Depression findings
Manual FACS coding indicated that patterns of facial expression varied with depressive
symptom severity. Specifically, the highly depressed state was marked by three structural
patterns of facial expressive behavior (Tables III and IV). Compared with low symptom
severity interviews, high symptom severity interviews were marked by (1) significantly
lower overall AU 12 activity, (2) significantly higher overall AU 14 activity, and (3)
significantly more AU 14 activity during smiling. There were also two non-significant
trends worth noting. Compared to the low symptom severity interviews, the high symptom
severity interviews were marked by (4) less overall AU 15 activity and (5) more AU 10
activity during smiling.
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These results were largely replicated by automatic FACS coding. With the exception of the
finding regarding AU 10 during smiling, all of the differences that were significant or
trending according to manual FACS coding were also significant or trending according to
the automatic system.

IV. DISCUSSION
A. Mood-facilitation Hypothesis

The MF hypothesis predicted that participants would show potentiation of facial expressions
related to negative valence emotions (i.e., anger, contempt, disgust, fear, and sadness) and
attenuation of facial expressions related to positive valence emotions (i.e., happiness). The
results for this hypothesis were mixed. In support of this hypothesis, participants showed
potentiation of expressions related to contempt (i.e., AU 14) and attenuation of expressions
related to happiness (i.e., AU 12) when severely depressed. When participants did smile
while severely depressed, they included more facial expressions related to contempt (i.e.,
AU 14) and disgust (i.e., AU 10). Contrary to this hypothesis, however, there was evidence
of attenuation of expressions related to sadness (i.e., AU 15). There were also other
expressions related to happiness (i.e., AU 6) that did not show attenuation and expressions
related to anger (i.e., AU 24) and fear (i.e., AU 4) that did not show potentiation.

B. Emotion Context Insensitivity Hypothesis
The ECI hypothesis predicted that participants would show attenuation of all facial
expressions of emotion during high symptom severity interviews. The results did not support
this hypothesis. Although participants did show attenuation of expressions related to
happiness (i.e., AU 12) and sadness (i.e., AU 15) during high symptom severity interviews,
they also showed potentiation of expressions related to contempt (i.e., AU 14). Additionally,
there was no evidence of attenuation of other facial expressions (i.e., AU 1, 4, 6, 10, 17, or
24).

C. Social Risk Hypothesis
The SR hypothesis predicted that participants’ patterns of facial expression would be
determined by both their level of symptom severity and by their social context. Because it is
unclear whether participants experienced the clinical interview as primarily competitive,
exchange-oriented, or reciprocity-oriented, each of these possibilities was explored.

1. Competitive Submission: The SR hypothesis predicted that participants would
display more submission in competitive contexts while severely depressed.
Submission was operationalized as potentiation of negative dominance expressions
(i.e., fear and sadness) and attenuation of positive dominance expressions (i.e.,
anger, contempt, and disgust). The results did not support this hypothesis. Contrary
to this hypothesis, participants showed attenuation of expressions related to sadness
(i.e., AU 15) and potentiation of expressions related to contempt (i.e., AU 14).
Additionally, there was no evidence of potentiation of expressions related to fear
(i.e., AU 1 or 4) or of attenuation of expressions related to anger (i.e., AU 4 or 24)
and disgust (i.e., AU 10).

2. Exchange-oriented Withdrawal: The SR hypothesis predicted that participants
would display more withdrawal in exchange-oriented contexts while severely
depressed. Withdrawal was operationalized as potentiation of negative affiliation
expressions (i.e., anger, contempt, and disgust) and attenuation of positive
affiliation expressions (i.e., happiness, sadness, and fear). The results partially
supported this hypothesis. In support of this hypothesis, when severely depressed,
participants showed potentiation of expressions related to contempt (i.e., AU 14),
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as well as attenuation of expressions related to happiness (i.e., AU 12) and sadness
(i.e., AU 15). Furthermore, when participants did smile, they included more
expressions related to contempt (i.e., AU 14) and disgust (i.e., AU 10). There was
no evidence, however, of attenuation of expressions related to fear (i.e., AU 4) or of
potentiation of expressions related to anger (i.e., AU 24). There were also other
expressions related to happiness (i.e., AU 6) and sadness (i.e., AU 1) that did not
show attenuation.

3. Reciprocity-oriented Help-seeking: The SR hypothesis predicted that participants
would display more help-seeking in reciprocity-oriented contexts while severely
depressed. Help-seeking was operationalized as potentiation of expressions that are
both negative in valence and positive in affiliation (i.e., fear and sadness). The
results did not support this hypothesis. Contrary to this hypothesis, participants
showed attenuation of expressions related to sadness (i.e., AU 15) while severely
depressed. Additionally, there was no evidence of potentiation of other expressions
related to sadness (i.e., AU 17) or fear (i.e., AU 1 or 4).

D. Conclusions
Of the hypotheses explored in this study, the “exchange-oriented withdrawal” portion of the
social risk hypothesis was most successful at predicting the obtained results. From this
perspective, participants experienced the clinical interview as a primarily exchange-oriented
context and, when severely depressed, were attempting to minimize their social burden by
withdrawing (i.e., by signaling that they did not want to affiliate). Social withdrawal is
thought to manage social burden by presenting the depressed individual as a self-sufficient
group member who is neither a competitive rival nor a drain on group resources. This
response may have been triggered by a drop in participants’ self-perceived “social
investment potential” engendered by the interview questions about depressive
symptomatology.

Frame-by-frame agreement between manual FACS coding and automatic FACS Coding was
good, and reliability for our specific measures was very good. The distinction between
agreement and reliability is important because it speaks to the different constructs these
metrics capture. Here, reliability of the automatic system refers to its ability to identify
patterns of facial expression, i.e., how much of the time each AU occurred. This is a
different task than frame-level agreement, which refers to the system’s ability to identify and
classify individual AU events. The results suggest that, while there is still room for
improvement in terms of agreement, reliability for proportion of frames is already quite
high. Given that agreement is an overly-conservative measure for many applications, this
finding implies that automatic facial analysis systems may be ready for use in behavioral
science.

E. Limitations and Future Directions
Although the use of a highly social context confers advantages in terms of ecological
validity, it also presents a number of limitations. First, interviews in general are less
structured than the viewing of pictures or film. All participants were asked the same
questions, but how much detail they used in responding and the extent of follow-up
questions asked by the interviewer varied. Unlike with pictures or film, it was also possible
for participants to influence the experimental context with their own behavior. For example,
recent work found that the vocal prosody of interviewers varied with the symptom severity
of their depressed interviewees [56].

Second, the specific questions analyzed in this study (i.e., about depressed mood, feelings of
guilt, and suicidal ideation) likely colored the types of emotions and behaviors participants
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displayed, e.g., these questions may have produced a context in which positive affect was
unlikely to occur. Future studies might explore the behavior of depressed participants in
social contexts likely to elicit a broader range of emotion. These questions were also the first
three in the interview and facial behavior may change as a function of time, e.g.,
participants’ feelings and goals may change over the course of an interview.

Finally, although the current study represents an important step towards more
comprehensive description of facial expressions in depression, future work would benefit
from the exploration of additional measures. Specifically, future studies should explore
depression in terms of facial expression intensity, symmetry, and dynamics, as well as other
aspects of facial behavior such as head pose and gaze. Measures of symmetry would be
especially informative for AU 14, as this facial action has been linked to contempt primarily
when it is strongly asymmetrical or unilateral [15].
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Fig. 1.
Example images from the Spectrum dataset [13]
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Fig. 2.
Example images from the FACS manual [18]
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TABLE I

FACS Coded Action Units

AU Muscle Name Related Emotions

1 Frontalis Fear, Sadness, Surprise

4 Corrugator Anger, Fear, Sadness

6 Orbicularis Oculi Happiness

10 Levator Disgust

12 Zygomatic Major Happiness

14 Buccinator Contempt

15 Triangularis Sadness

17 Mentalis Sadness

24 Orbicularis Oris Anger
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