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Abstract

FMRI data are acquired as complex-valued spatiotemporal images. Despite the fact that several
studies have identified the presence of novel information in the phase images, they are usually
discarded due to their noisy nature. Several approaches have been devised to incorporate
magnitude and phase data, but none of them has performed between-group inference or
classification. Multiple kernel learning (MKL) is a powerful field of machine learning that finds
an automatic combination of kernel functions that can be applied to multiple data sources. By
analyzing this combination of kernels, the most informative data sources can be found, hence
providing a better understanding of the analyzed learning task. This paper presents a methodology
based on a new MKL algorithm (1-MKL) capable of achieving a tunable sparse selection of
features’ sets (brain regions’ patterns) that improves the classification accuracy rate of healthy
controls and schizophrenia patients by 5% when phase data is included. In addition, the proposed
method achieves accuracy rates that are equivalent to those obtained by the state of the art I,-norm
MKL algorithm on the schizophrenia dataset and we argue that it better identifies the brain regions
that show discriminative activation between groups. This claim is supported by the more accurate
detection achieved by 1-MKL of the degree of information present on regions of spatial maps
extracted from a simulated fMRI dataset. In summary, we present an MKL-based methodology
that improves schizophrenia characterization by using both magnitude and phase fMRI data and is
also capable of detecting the brain regions that convey most of the discriminative information
between patients and controls.
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1. Introduction

Functional magnetic resonance imaging (fMRI) data are acquired at each scan as a bivariate
complex image pair for single-channel coil acquisition, containing both the magnitude and
the phase of the signal. This complex-valued spatiotemporal data have been shown to
contain physiologic information (Hoogenraad et al., 2001). In fact, it has been shown that
there are activation-dependent differences in the phase images as a function of blood flow,
especially for voxels with larger venous blood fractions (Hoogenraad et al., 1998). Based on
these findings and on results of some models that showed that phase changes arise only from
large non-randomly oriented blood vessels, previous work has focused on filtering voxels
with large phase changes (Nencka and Rowe, 2007; Menon, 2002; Zhao et al., 2007).
Nonetheless, more recent studies provide evidence that the randomly oriented
microvasculature can also produce non-zero blood-oxygen-level-dependent (BOLD)-related
phase changes (Feng et al., 2009; Zhao et al., 2007), suggesting that the phase information
contains useful physiologic information. Furthermore, previous studies have reported task-
related fMRI phase changes (Hoogenraad et al., 2001; Menon, 2002). The previously
discussed findings on the literature provide evidence that phase incorporates information
that may help us better understand brain function. For this reason, the present study explores
whether phase could improve the detection of functional changes in the brain when
combined with magnitude data.

While both magnitude and phase effects are generated by the blood-oxygen-level-dependent
mechanism and they both depend on the underlying vascular geometry and the susceptibility
change, they primarily depend on different magnetic field characteristics (Calhoun and
Adali, 2012). To first order, the magnitude attenuation depends on the intra-voxel magnetic
field inhomogeneity and the phase depends on the mean magnetic field at the voxel. For this
reason, it makes sense to think that the inclusion of the phase along with the magnitude
could increment the sensitivity to detect informative regions and better discriminate control
and patient subjects. Although phase could potentially provide complementary information
to magnitude data, most studies discard the phase data. The phase images are usually
discarded since their noisy nature poses a challenge for a successful study of fMRI when the
processing is performed in the complex domain (Calhoun et al., 2002).

Nonetheless, some studies, such as Rowe (2005); Calhoun et al. (2002), have tried to
incorporate phase data on fMRI analyses, but neither of these papers evaluated phase
changes at group level. The work in Arja et al. (2010) presents a group analysis to evaluate
task-related phase changes compared to the task-related magnitude changes in both block-
design and event-related tasks. The detection of phase activation in the regions expected to
be activated by the task provides further motivation to implement methods that focus on
combining magnitude and phase data to achieve better group inferences.

Methods that are capable of combining different data sources can be applied to fMRI in
order to efficiently use the information present in the magnitude and phase of the data. Such
methods should also consider that fMRI data, though high dimensional, show sparsely
distributed activation in the brain. In other words, a significant number of voxels will not
convey information of brain activity. Moreover, informative voxels are likely to be
distributed in clusters or brain regions. For these reasons, an adequate method to combine
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magnitude and phase fMRI data should also be able to automatically select the regions that
characterize the condition under study.

Among the various approaches that are well-suited to solve this problem, group least angle
shrinkage and selection operator (Group LASSO) (Yuan and Lin, 2006) or nonlinear
approaches such as multiple kernel learning (MKL) methods (Génen and Alpaydin, 2011)
are the most commonly used methods to carry out group or kernel selection. In particular,
MKL algorithms can be used to do group selection if a kernel is defined on each group.
There are two advantages of applying kernels to different groups on fMRI data. On the one
hand, one can exploit linear or nonlinear relationships among the voxels of the same group
just by using linear (Euclidean dot product) or nonlinear kernels. On the other hand, MKL
admits a dual formulation, in such a way that the computational complexity of the problem
is defined by the number of samples rather than the number of voxels per sample. For fMRI
data, this translates into a dramatic complexity reduction with respect to the primal
formulation.

Several MKL algorithms have been devised in the last decade. The optimization of a
weighted linear combination of kernels for the support vector machine (SVM) was proposed
in Lanckriet et al. (2004). Their formulation reduces to a convex optimization problem,
namely a quadratically-constrained quadratic program (QCQP). Later, Bach et al. (2004)
proposed a dual formulation of this QCQP as a second-order cone programming problem,
which improved the running time of the algorithm. Afterwards, Sonnenburg et al. (2006)
reformulated the algorithm proposed by Bach et al. as a semi-infinite linear program, which
amounts to repeatedly training an SVM on a mixture kernel while iteratively refining the
kernel coefficients. The above mentioned algorithms attempt to achieve sparsity by
promoting sparse solutions in terms of the kernel coefficients. Specifically, both Bach et al.
(2004) and Sonnenburg et al. (2006) enforced sparsity by using l{-norm regularization terms
on these coefficients, an approach that has exhibited certain limitations for linear SVM (Zhu
and Zou, 2007; Wang et al., 2009). Alternative solutions can be found in Kloft et al. (2011),
where a non-sparse MKL formulation based on an I,-norm regularization term on the kernel
coefficients (with p = 1) is introduced, or in Orabona and Jie (2011), which mixes elements
of I,-norm and elastic net regularization.

Keeping in mind the aforementioned reasoning, the aim of the present work is to
differentiate groups of healthy controls and schizophrenia patients from an auditory oddball
discrimination (AOD) task by efficiently combining magnitude and phase information. To
do so, we propose a novel MKL formulation that automatically selects the regions that are
relevant for the classification task. First, we apply group independent component analysis
(ICA) (Calhoun et al., 2001) separately to both magnitude and phase data to extract
activation patterns from both sources. Next, given the local-oriented nature of the proposed
MKL methodology, local (per-region) recursive feature elimination SVM (RFE-SVM)
(Guyon et al., 2002) is applied to magnitude and phase data to extract only their relevant
information. Then, following the recursive composite kernels scheme presented in Castro et
al. (2011), each one of the defined brain regions is used to construct a kernel, after which
our proposed MKL formulation is applied to select the most informative ones. The novelty
of this formulation, which is based on the work presented in Gomez-Verdejo et al. (2011),
relies on the addition of a parameter (1) that allows the user to preset an upper bound of the
number of kernels to be included in the final classifier. We call this algorithm 1-MKL.

Based on this procedure, we present three possible variants of the algorithm. In the first one,
the assumption of magnitude and phase data belonging to a joint distribution is adopted.
Therefore, they are concatenated, RFE-SVM is applied to each region, and the selected
voxels of each of them are used to construct the kernels. In the second one, RFE-SVM is
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applied independently to magnitude and phase for each region, after which the selected
voxels are concatenated to construct kernels. In the third approach, we assume that
magnitude and phase come from independent distributions, so RFE-SVM is applied
independently to both of them and kernels are constructed from magnitude and phase data
without concatenation. The second and third approaches are significantly different for
nonlinear kernels. Concatenating the data prior to kernel computation assumes nonlinear
dependencies between magnitude and phase, whereas computing separate kernels assumes
linear dependence. For the case of linear kernels, the difference relies on the fact that
separate kernels allow the algorithm to assign different weights (and thus different
importance) to the magnitude and phase data representations of the regions.

The proposed approach is tested using linear and Gaussian kernels. In addition, the
performance of »~MKL is further evaluated by comparing its results in terms of
classification accuracy with those obtained by applying lp-norm MKL (Kloft et al., 2011)
and SVM. Furthermore, the estimates of the sparsity of the problem of both MKL
algorithms are also used for comparison purposes. However, both the actual degree of
sparsity of the real dataset and the degree of differential activity present on each region are
unknown. For this reason, a simulated dataset where this information can be estimated a
priori is generated to verify the capacity of 1-MKL to detect both the sparsity of the problem
and the amount of information present in the analyzed brain regions, which is then compared
to the one attained by lp-norm MKL.

2. Materials and Methods
2.1. FMRI data

2.1.1. Simulated dataset—This dataset, which is generated using the simulation toolbox
for fMRI data (SimTB)? (Allen et al., 2011), mimics the BOLD response of two groups of
subjects with different brain activation patterns.

SimTB generates data under the assumption of spatiotemporal separability, i.e., that data can
be expressed as the product of time courses and spatial maps. Default spatial maps are
modeled after components commonly seen in axial slices of real fMRI data and most are
created by combinations of simple Gaussian distributions, while time courses are
constructed under the assumption that component activations result from underlying neural
events as well as noise. Neural events can follow block or event-related experimental
designs, or can represent unexplained deviations from baseline; these are referred to as
unique events. The time course of each component is created by adding together amplitude-
scaled task blocks, task events and unique events by means of modulation coefficients, as
shown in Fig. 1.

The generated experimental design is characterized by the absence of task events, the BOLD
response being characterized by unique events only, thus being similar to a resting-state
experiment. The spatial maps generated for all components did not exhibit any consistent
changes among groups, the exception being the default mode network. For this specific
component, changes in the activation coefficients between groups were induced by slightly
shifting them in the vertical axis. By doing so, it is expected that differential activation is
generated in the voxels within the Gaussian blobs representing the anterior and posterior
cingulate cortex as well as the left and right angular gyri.

The experimental design is simulated for two groups of M = 200 subjects, each subject with
C =20 components in a data set with V = 100 x 100 voxels and T = 150 time points

Lavailable at http://mialab.mrn.org/software/
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collected at TR = 2 seconds. Among the 30 components available by default on SimTB, we
did not include in the simulation those associated with the visual cortex, the precentral and
postcentral gyri, the subcortical nuclei and the hippocampus. To mimic between-subject
spatial variability, the components for each subject are given a small amount of translation,
rotation, and spread via normal deviates.

Translation in the horizontal and vertical directions of each source have a standard deviation
of 0.1 voxels, except for the default mode network. This component has different vertical
translation between groups. Both of them have a standard deviation of 0.5 voxels, but
different means (0.7 and -0.7 for groups 1 and 2, respectively). In addition, rotation has a
standard deviation of 1 degree, and spread has a mean of 1 and standard deviation of 0.03.

All components have unique events that occur with a probability of 0.5 at each TR and
unique event modulation coefficients equal to 1. At the last stage of the data generation
pipeline, Rician noise is added to the data of each subject to reach the appropriate CNR
level, which is equal to 0.3 for all subjects.

2.1.2. Complex-valued real dataset

Participants: Data were collected at the Mind Research Network (Albuguerque, NM) from
healthy controls and patients with schizophrenia. Schizophrenia was diagnosed according to
DSM-IV-TR criteria (American Psychiatric Association, 2000) on the basis of both a
structured clinical interview (SCID) (First et al., 1995) administered by a research nurse and
the review of the medical file. All patients were on stable medication prior to the scan
session. Healthy participants were screened to ensure they were free from DSM-IV Axis | or
Axis Il psychopathology using the SCID for non-patients (Spitzer et al., 1996) and were also
interviewed to determine that there was no history of psychosis in any first-degree relatives.
All participants had normal hearing, and were able to perform the AOD task successfully
during practice prior to the scanning session.

The set of subjects is composed of 21 controls and 31 patients. Controls aged 19 to 40 years
(mean=26.6, SD=7.4) and patients aged 18 to 49 years (mean=27.7, SD=8.2). A two-sample
t-test on age yielded t = 0.52 (p-value = 0.60). There were 8 male controls and 21 male
patients.

Experimental Design: The subjects followed a three-stimulus AOD task; two runs of 244
auditory stimuli consisting of standard, target, and novel stimuli were presented to the
subject. The standard stimulus was a 1000-Hz tone, the target stimulus was a 1500-Hz tone,
and the novel stimuli consisted of non-repeating random digital noises. The target and novel
stimuli each was presented with a probability of 0.10, and the standard stimuli with a
probability of 0.80. The stimulus duration was 200 ms with a 2000-ms stimulus onset
asynchrony. Both the target and novel stimuli were always followed by at least 3 standard
stimuli. Steps were taken to make sure that all participants could hear the stimuli and
discriminate them from the background scanner noise. Subjects were instructed to respond
to the target tone with their right index finger and not to respond to the standard tones or the
novel stimuli.

Image Acquisition: FMRI imaging was performed on a 1.5 T Siemens Avanto TIM system
with a 12-channel radio frequency coil. Conventional spin-echo T1-weighted sagittal
localizers were acquired for use in prescribing the functional image volumes. Echo planar
images were collected with a gradient-echo sequence, modified so that it stored real and
imaginary data separately, with the following parameters: FOV = 24 cm, voxel size = 3.75 x
3.75 x 4.0 mm3, slice gap = 1 mm, number of slices = 27, matrix size = 64 x 64, TE = 39
ms, TR = 2 s, flip angle = 75°. The participant’s head was firmly secured using a custom
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head holder. The two stimulus runs consisted of 189 time points each, the first 6 images of
each run being discarded to allow for T1 effects to stabilize.

2.2. Data processing

The analysis pipelines of both the simulated and the complex-valued fMRI datasets are
shown in Fig. 2. The processing stages that are applied to these datasets are explained in
what follows.

2.2.1. Preprocessing—The magnitude and phase images were written out as 4D NIfTI
(Neuroimaging Informatics Technology Initiative) files using a custom reconstruction
program on the scanner. Preprocessing of the data was done using the SPM5 software
packagez. The phase images were unwrapped by creating a time series of complex images
(real and imaginary) and dividing each time point by the first time point, and then
recalculating the phase images. Further phase unwrapping was not required. Magnitude data
were co-registered using INRIAlign (Freire and Mangin, 2001; Freire et al., 2002) to
compensate for movement in the fMRI time series images. Images were then spatially
normalized into the standard Montreal Neurological Institute (MNI) space (Friston et al.,
1995). Following spatial normalization, the data (originally acquired at 3.75 x 3.75 x 4
mm?3) were slightly upsampled to 3 x 3 x 3 mm3, resulting in 53 x 63 x 46 voxels. Motion
correction and spatial normalization parameters were computed from the magnitude data and
then applied to the phase data. The magnitude and phase data were both spatially smoothed
with a 10 x 10 x 10 - mm3 full-width at half-maximum Gaussian filter. Phase and
magnitude data were masked to exclude non-brain voxels.

2.2.2. Group spatial ICA—As shown in Fig. 2, group spatial ICA (Calhoun et al., 2001)
is applied to both the simulated and the complex-valued fMRI datasets to decompose the
data into independent components using the GIFT software3. Group ICA is used due to its
extensive application to fMRI data for schizophrenia characterization (Kim et al., 2008;
Demirci et al., 2009; Calhoun et al., 2006). We also attempted to train the proposed method
with activation maps retrieved by the general linear model, but it performed better when
provided with ICA data.

ICA was applied to magnitude and phase data separately for the complex-valued fMRI
dataset. Dimension estimation, which was used to determine the number of components, was
performed using the minimum description length criteria, modified to account for spatial
correlation (Li et al., 2007). For both data sources, the estimated number of components was
20. Data from all subjects were then concatenated and this aggregate data set reduced to 20
temporal dimensions using principal component analysis (PCA), followed by an
independent component estimation using the infomax algorithm (Bell and Sejnowski, 1995).
Individual subject components were then back-reconstructed from the group ICA analyses to
retrieve the spatial maps (ICA maps) of each run (2 AOD task runs) for each data source.

To reduce the complexity of the analysis of magnitude and phase data, a single component
was selected for each data source. These components were selected as follows. For
magnitude data, we found three task-related components: the temporal lobe component (t-
value=13.8, p-value=5.88 x 10719), the default mode network (t-value=—11.0, p-value=4.57
x 10715) and the motor lobe component (t-value=8.0, p-value=1.47 x 10719), Among these
three candidates, the most-discriminative task-related component was selected within a
nested cross-validation (CV) procedure; this is explained on detail on section 2.3.5. For

2pvailable at http://www.fil.ion.ucl.ac.uk/spm/software/spm5/
Available at http://mialab.mrn.org/software/
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phase data, we only found one task-related component: the posterior temporal lobe
component (t-value=-2.29, p-value=0.02). While phase data does not show as strong a task
response as magnitude data, it appears to be useful for discriminative purposes.

On the other hand, the simulated dataset was decomposed into 20 components as follows.
First, data from all subjects were temporally concatenated into a group matrix, being
reduced to 20 temporal dimensions by using PCA. Then, an independent component
estimation was applied to these reduced aggregate dataset using the infomax algorithm.
Finally, individual subject components were back-reconstructed from the group ICA
analysis.

To make the analysis of the simulated data resemble that of the complex-valued data as
much as possible, the subjects’ ICA maps associated to a single component were analyzed
for this dataset. This component was the default mode network, which was modeled to
present differential activity between groups, as explained in section 2.1.1.

2.2.3. Data segmentation and scaling—As shown in Fig. 2, data segmentation is
applied to both datasets. For the complex-valued one, this is applied to the individual ICA
maps associated to the magnitude component and the posterior temporal lobe component for
phase data. One of the objectives of the proposed approach is to locate the regions that better
characterize schizophrenia through a multivariate analysis. To do so, an appropriate brain
segmentation needs to be used. An adequate segmentation would properly capture functional
regions in the brain and cover it entirely, as spatial smoothing may spread brain activation
across neighboring regions. Unfortunately, anatomical templates such as the automated
anatomical labeling (AAL) brain parcellation (Tzourio-Mazoyer et al., 2002) may not
capture functional regions given their large spatial extent. In fact, these regions are defined
by brain structure. Furthermore, they do not cover the entire brain.

One way of solving the problem of properly representing functional regions is to use a more
granular segmentation of the brain. This could be attained by using a relatively simple
cubical parcellation approach. We divided the brain into 9x9x9-voxel cubical regions; the
first cube is located at the center of the 3-D array were brain data is stored and the rest of
them are generated outwards, increasingly further from the center. A total number of 158
cubical regions containing brain voxels were generated by using a whole-brain mask
together with the cubical parcellation. It should be highlighted that by applying this
approach the data has not been downsampled, as the original voxels are preserved for
posterior analysis. Another advantage of using the cubical regions instead of an anatomical
atlas is that we do not incorporate prior knowledge of the segmentation of functional regions
in the brain, letting the algorithm figure out automatically which regions are informative.

Our MKL-based methodology evaluates the information within regions under the
assumption that active voxels are clustered, an inactive voxel being one with coefficients
equal to zero across ICA maps for all subjects. This assumption would not hold for regions
composed of few scattered voxels. To avoid such cases, those regions containing less than
10 active voxels were not considered valid and were not included in our analysis.
Nonetheless, a post-hoc analysis of this threshold value showed that it does not significantly
change the results of the proposed approach.

A similar segmentation procedure was used for the simulated dataset, where the analyzed
spatial maps where divided into 9x9-voxel square regions. These data parcellation generated
a total number of 109 square regions. Furthermore, each voxel activation level was
normalized for both datasets. This was done by subtracting its mean value across subjects
and dividing it by its standard deviation.

Neuroimage. Author manuscript; available in PMC 2015 February 15.
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2.2.4. Region representation—For the complex-valued fMRI dataset, the ICA maps
associated to magnitude and phase sources are segmented in cubical regions, while the ICA
maps extracted from the simulated dataset are segmented in square regions, as stated in the
previous section. The term region will be used hereafter to refer to either of these to be able
to explain the following processing stages regardless of the analyzed dataset. Nonetheless,
the procedure described on this section is applicable to the complex-valued dataset only.

Per-region feature selection is applied to magnitude and phase data either for single-source
analysis or for data source combination. For the former case, local (per-region) RFE-SVM is
directly applied to the analyzed data source, while for the combination of both sources local
RFE-SVM (hereafter referred to simply as RFE-SVM) is applied to the data using two
strategies:

e The data from both magnitude and phase are concatenated prior to the application
of RFE-SVM, under the assumption that both magnitude and phase data come from
a joint distribution. We refer to this approach as joint feature selection.

e RFE-SVM is applied independently to each data source. In this case, we assume
that magnitude and phase come from independent distributions. We refer to this
approach as independent feature selection.

2.2.5. Region characterization—The information within each region is characterized by
means of a dot product matrix (Gram matrix in Euclidean space), which provides a pairwise
measure of similarity between subjects for that region. This representation enables the
selection of informative regions via an MKL formulation, which is explained in section
2.3.4.

As mentioned in the previous section, magnitude and phase are analyzed either separately or
together. For single-source analysis, the generation of a Gram matrix for each region is
straightforward. Conversely, three combination approaches are proposed to combine
magnitude and phase data based on the used region representation. The first one computes
the Gram matrix of each region right after joint feature selection is applied. The second one
concatenates the outputs of independent feature selection for the computation of the Gram
matrix, while the third one generates a Gram matrix from each output of the independent
feature selection. This is graphically summarized on Fig. 3 and their rationale has already
been discussed on the introduction.

We now provide a brief explanation of the application of dot products on regions’ data in the
context of our proposed methodology. Let us assume that we are given N labeled training
data (x;, yi), where the examples x; are represented as vectors of d features and y; € {-1, 1}.
In this case, the examples lie on y = RY, which is called input space. Let us further assume
that features are divided in L blocks such that RY = R4 x ... x RIL so that each example x;

T
can be decomposed into these L blocks, i.e., Xi:[Xg:p ‘e >Xf,4] . In the case of our study,
these blocks represent brain regions. Given two examples Xj, X;, their data representations

. .1 d; T _ 1 d; T .
for region | are i =[xy, ..., 23] and xj=[zj;, .., 27} , respectively. The dot product
of these two examples for region I is defined by

d
T k .k
(X0, %) =X X0= ) _ 2525,
k=1
which outputs a scalar value that equals 0 if both vectors are orthogonal.
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Our proposed MKL approach is initially cast as a linear formulation to be optimized in dual
space, although it is possible to solve its primal problem too. The reasons why we solve the
dual problem are twofold. First, by working with the dual formulation the computational
complexity of the problem is defined by the number of available data points instead of the
number of features per data point. For fMRI data this amounts to a significant reduction in
computational complexity with respect to the primal formulation. Second, the dual
formulation can be easily extended to account for nonlinear relationships among voxels of a
given region, as it is explained in section 2.3.4. However, increasing the model complexity
is not guaranteed to be advantageous, due to the limited amount of data and their high
dimensionality.

Normalization of kernels is very important for MKL as feature sets can be scaled differently
for diverse data sources. In our framework, the evaluation of dot products on areas
composed of different numbers of active voxels yields values in different scales. To
compensate for that, unit variance normalization is applied to the computed Gram matrices.

More formally, let | be a region index and K| be the Gram matrix associated to region I, i.e.,
K; (z‘,j):xgjl x;.1. This matrix is normalized using the following transformation (Kloft et al.,
2011):
K,
N
PN K1) - o ) K Gg)

K, n

2.3. Region selection based on a sparse MKL formulation

2.3.1. SVM formulation—Classical SVMs minimize a function that is composed of two
terms. The first one is the squared norm of the the weight vector w, which is inversely
proportional to the margin of the classification (Scholkopf and Smola, 2001). Hence, this
term is related to the generalization capabilities of the classifier. The second term in the
objective function is the empirical risk term, which accounts for the errors on the training
data. Therefore, the SVM optimization problem can be expressed by

: 1 2 N
min - gwl+CL&
il 1=
sty (wWwlix4b) >1-& Vi @

Ei Z 0 VZ,

where slack variables & are introduced to allow some of the training observations to be
misclassified or to lie inside the classifier margin and C is a constant that controls the
tradeoff between the structural and empirical risk terms. This formulation can also be
represented in dual space as

. 1 N .. N,
min 5 > aia;yiy; K(i, ) — Zlai
=

o 2,j=1

s.t. 0<o<C Vi (3)
N
> a;y;=0,
=1

where K (i,j):xiij. Here the kernel K is particularly defined as a Gram matrix because
the proposed approach analyzes linear relationships within each region, as explained in
section 2.2.5. Nonetheless, the presented MKL algorithm enables the usage of other kernels
to analyze nonlinear relationships, as shown in section 2.3.4.
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2.3.2. MKL problem—As shown in the previous section, SVMs represent the data using a
single kernel. Alternatively, MKL represents the data as a linear combination of kernels, the
parameters of this combination being learned by solving an optimization problem. In this
paper, the idea is to optimize a linear combination of Gram matrices applied to different
regions in dual space. The decision function of this problem is defined in the primal by

L

Fx)=> Wi x+b, ()

=1
where x= is a given test pattern and wj are the parameters to be optimized.

2.3.3. Non-sparse MKL formulation—Several MKL approaches explicitly incorporate
the coefficients of the linear combination of kernels in their primal formulations. In general,
they include coefficients 7 such that K = %} 7 Kj and add an I1-norm regularization
constraint on 7. The work presented in Kloft et al. (2011) proposes a non-sparse
combination of kernels by using an I,-norm constraint with p > 1. For the specific case of
the classification task introduced in section 2.2.5 this is their primal formulation:

in L Il oS
w,b,€,n o ="
L
s.t. Yi ZWZT Xi)l—l—b >1- fz Vi
=1 (®)
& >0 Vi
m >0 Vi
2
[nll; <1,
and its dual formulation is given by
. 1 N, .. t N
min Sfl{ 3 wayiy K@) | - Xa
i,j=1 I=1 p i=1
s.t. 0<o<C vi (6)
N
> i y;=0,
i=1

p

>k

where P =277 and the notation (s1)1, is used as an alternative representation of s = [sy,
...,s.]" fors € RL,

2.3.4. An MKL formulation with block-sparsity constraints—The proposed MKL
algorithm generates a block-sparse selection of features based on the idea of introducing
primal variable sparsity constraints in the SVM formulation presented by Gémez-Verdejo et
al. (2011).

Following that approach, block sparsity can be achieved by including additional constraints
that upper bound the I,-norm of w; by a constant & and slack variables y. By adding these
constraints we get this formulation:
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. 1 L 2 N Cl L
min 5l21||WzH2+CZl§i+lelw
s 1= g

w,b,€,y
L
sty | LWl x+b| > 1-& Vi
=1 (M
§&=0 Vi
[willy < e+ v
M 20 .

A new cost term that is composed of the summation of slack variables y weighted by a
tradeoff parameter C”is included in the formulation, a larger C“corresponding to assigning a
higher penalty to relevant blocks. Note that constraints ||w||> < €+ pn, VI, allow group
sparsity by loosely forcing the norm of each parameter block to be lower than &. If ||w||,
were assigned a value greater than & in our scheme, » would be strictly positive, increasing
the value of the functional. Thus, on the one hand irrelevant regions that do not significantly
decrease the empirical error term will simply be assigned a norm smaller than &. On the
other hand, terms ||w||> which are necessary to define the SVM solution will have values
larger than & Blocks | such that ||wy|| < ¢ are deemed irrelevant and they can be discarded,
thereby providing block sparsity. As a consequence, null slack variables y indicate the
blocks to be removed.

To avoid CV of parameter ¢, (7) has been reformulated to follow the 1-SVM introduced in
Schoélkopf et al. (2000),

i 1 & 2 N y L&
i 5Z||WZH2+CZ§¢+C 1/€+ZZ’W
w,b,§,7,e =1 = =
L
st y; (ZWZT xi’l—i—b) >1-¢ Vi
=1
)
§ >0 vi
il < e v
=0 VI

e > 0.

This way, ¢ is optimized at the expense of introducing a new parameter v < (0, 1]. The
advantage of including this new parameter relies on the fact that it is defined on a subset of
R, being much easier to be cross-validated than . Moreover, it can be demonstrated that v
fixes an upper bound for the fraction of slack variables y allowed to be nonzero, so the user
can even pre-adjust it if the number of regions to be selected is known a priori.

Lett) € R and ||w|| <t < ¢+ . By definition, (t;, wj) belongs to a second order cone in V| =
RY*1, Therefore, as it is proven in Appendix B, for the optimization problem (8) the
following second-order cone program dual problem holds:
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min 52t — ) oy
t,a,0 2l:1l =1 ¢
s.t. 0<o; <C Vi
N
> a; y;=0
=t 1/2
N N Y )
_Zl_zlyi yj i aj K (4, 5) <u+p Vi
1=1)=
C/
0 SLﬁz <3 vl
0< Y <Cw
=1
t>0 Vi,

where gj, 1 <i <N, and 4, 1 < | <L, are the dual variables applied to the empirical risk and
block sparsity constraints in problem (8), respectively. While Appendix B analyzes the more
general case in which V|, = R x Hj, with H| being a Hilbert space, the analysis presented on
that appendix also holds for the linear case, where V; = RA1*1. Furthermore, problem (9) is
reduced to a canonical conic linear program formulation (see Appendix D) that can be
solved using the MOSEK optimization toolbox4 (MOSEK ApS, 2007).

By analyzing the values of £ resulting from this optimization problem, the irrelevant regions

!

C
can be found. Namely, ||w||» > ¢if and only if ﬂz:f (see Appendix C), so regions with /

/

C
values different from — can be removed or their associated primal vector, w), can be
dropped to zero. The expression of the primal parameters of relevant regions is

N

W= @i yiXi;  (10)
=1

4]
where ”l:tlﬂgl (see Appendix C for further details).

The estimated class of an unknown example x« can be computed by replacing (10) on (4)

N
f(x)=> aiyy K (i,%)+b, (11)

=1 lelg

where I is the subset of the relevant regions (those ones with 4 = C7L) and the bias term b
is computed as

N
b=y — > my Ki(i,j)ajy; Viel,, a2

lEIﬁ J=1

where |, ={i : 0 < aj < C}. While b can be estimated by using (12) foranyi € I, itis
numerically safer to take the mean value of b across all such values of i (Burges, 1998).

Since the algorithm is described using a dual formulation that only uses dot products
between data points, a nonlinear version of this algorithm can be directly constructed as

4available at http://www.mosek.com
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follows. By applying a nonlinear transformation function ¢(:) to the data points x;; on
region |, they can be mapped into a higher (possibly infinite) dimensional reproducing
kernel Hilbert space (Aronszajn, 1950) provided with an inner product of the form

K, (i,5)=¢7 (xi1)¢1 (xj;) By virtue of the reproducing property, the dot product is a
(scalar) expression depending only on the input data X; , Xj,;, and it fits the Mercer’s theorem
(see Appendix A). Such a function is called Mercer’s kernel. Thus, the formulation remains
exactly the same, the only difference being the substitution of the scalar dot product by a
Mercer’s kernel. One of the most popular Mercer’s kernels is the Gaussian kernel, with the

o i — x|
expression K. (i, j)=exp ( 202 .

Note that the use of Mercer’s kernels in the 1»-MKL formulation exploits the nonlinear
properties inside each region, while keeping linear combinations between them. 1-MKL is
tested with both linear and Gaussian kernels for the complex-valued fMRI dataset, whereas
linear kernels are used for the simulated dataset.

2.3.5. Parameter validation, feature selection and prediction accuracy
estimation—Accuracy rate calculation, feature selection and parameter validation were
performed by means of a nested K-fold CV, the latter two procedures being performed
sequentially in the external CV. For the complex-valued dataset, K was set to 52 (leave-one-
subject-out CV), while for the simulated dataset K = 10.

The external CV is used to estimate the accuracy rate of the classifier and the yvalues
associated to the informative regions as follows. At each round of the external CV, a subset
of the data composed of a single fold is reserved as a test set (TestAll), the remaining data
being used to train and validate the algorithm (labeled TrainValAll in Algorithm 1). Next,
the most discriminative magnitude component of the three task-related ones is selected
based on the error rate attained by each of them on an internal CV using a linear SVM, as
shown in Algorithm 3. The component that achieves the minimum validation error is the one
used to represent the magnitude source. It should be noted that lines 7 through 9 of
Algorithm 1 are applied exclusively when magnitude-only or magnitude and phase data are
analyzed. After doing so, feature selection is applied to the data using RFE-SVM. While this
procedure is applied to the complex-valued dataset only as stated in section 2.2.4, we have
incorporated it in Algorithm 1 as this is the only step that differs between both datasets in
the nested K-fold CV.

It can be seen that RFE-SVM is applied at each round of the external CV to TrainValSel,

i.e., the test set is never incorporated in this procedure, as it is a supervised algorithm. RFE-
SVM then performs an internal CV to validate the selection of informative features. Within
this validation procedure, a linear SVM is initially trained with all of the features of a given
region. At each iteration of RFE-SVM, 20% of the lowest ranked features are removed, the
last iteration being the one where the analyzed voxel set is reduced to 10% of its initial size.

After applying feature selection to the data, which yields the reduced sets TrainValRed and
TestRed, TrainValRed is further divided into training and validation sets (see Algorithm 2),
the latter one being composed of data from a single fold of TrainValRed. The classifier is
then trained with a pool of parameter values for C, C”and, v, the validation error being
estimated for each parameter combination as shown in Algorithm 2. The above process was
repeated for all folds in TrainValRed, being the optimal tuple the one that achieved the
minimum mean validation error. Then, the optimal tuple (C, C* v) was used to retrain 1~
MKL (see Algorithm 1) and retrieve the y values associated to each region for the current
CV round.
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Next, the test error rate is estimated in the reserved test set. After doing so, another fold is
selected as the new test set and the entire procedure is repeated for each of them. The test
accuracy rate is then estimated by averaging the accuracy rates achieved by each test set and
the yvalues associated to each region across CV rounds are retrieved. Please refer to
Appendix C for details on the estimation of .

The criteria used to define the pool of values used for 1-MKL parameter selection was the
following. The error penalty parameter C was selected from the set of values {0.01, 0.1, 1,
10, 100}, while the the sparsity tradeoff parameter C“was selected from a set of 4 values in
the range [0.1C, 10C], thus being at least one order of magnitude smaller than C but at most
one order of magnitude higher. On the other hand, the set of values of the sparsity parameter
vwere defined differently according to the analyzed dataset.

Since we had no prior knowledge of the degree of sparsity of the complex-valued dataset, v
was selected from the set of values {0.3, 0.5, 0.7, 0.9}. We also evaluated nonlinear
relationships in each region by using Gaussian kernels, which additionally required the
validation of o. For each iteration of Algorithm 1, the median of the distances between
examples of TrainValSet (omeq) Was estimated. This value was then multiplied by different
scaling factors to select the optimal value of o on Algorithm 2, the scaling factor being
validated from a set of three logarithmically spaced values between 1 and 10.

To get a better idea of the sparsity of the simulated data classification task, the mean of the
spatial maps across subjects was generated and thresholded, as shown in Fig. 4(a). As stated
in section 2.1.1, differential activation should be generated in the voxels within the Gaussian
blobs of the default mode component, thus generating a sparse problem. However, the actual
sparsity of this problem cannot be fully characterized mainly due to the high variance
(compared to the mean) of the within-group vertical translation and the spread introduced on
this component, which changes the location and the extent of these blobs. Nonetheless, by
analyzing the regions that overlap with the map in Fig. 4(a), we can get a coarse estimate of
its sparsity. It can be seen from Fig. 4(b) that the sparsity is higher than 10%. Based on this
observation, we selected v from the set of values {0.2, 0.4, 0.6, 0.8, 1}.

Algorithm 1 Test +-MKL

L Inputs DataSet, v,gs, C. 1o Cuals

2. Outputs: TestAcc, y

3. Define N: number of folds in DataSet

4. fori=1toNdo

5. Extract TrainValAll (i) from DataSet

6. Extract TestAll (i) from DataSet

7. *Select Magnitude Component(TrainValAll (i)) = Compind
8. *TrainValAll (i)(Complnd) = TrainValSel (i)

9. *TestAll(i)(Compind) = TestSel (i)

10. *RFE-SVM(TrainValSel(i)) = SelectFeat

11.  *TrainValSel(i)(SelectFeat) = TrainValRed(i)

12.  *TestSel(i)(SelectFeat) = TestRed(i)

13. ’

Validate parameters v— MKL (TrainValRed(i), v,q1s C

vals'

Cuatls) = C,CTv

Neuroimage. Author manuscript; available in PMC 2015 February 15.



1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Castro et al.

14.  Train with TrainValRed(i), C/ vand C = Trained v— MKL, «i)
15.  Test with TestRed(i) and Trained v— MKL

16.  Store accuracy rate = acc(i)

17. end for

18. Awverage acc(i) over i = TestAcc

Algorithm 2 Validate parameters 1-MKL

L Inputs TrainvalRed, v,gs, C.,,.r Coals

2. Outputs:C,C% v

3. fori=1toN-1do

4, Extract Train(i) from TrainValRed

5. Extract Val(i) from TrainValRed

6. forj=1to#C/,, do

! Cloor=Cats (j)

8. for k=11to #v,qsdo

9. Vsel = Vyals(K)

10. for I = 1to #C 45 do

11 Csel = Cpais(l)

12. Train with Train(i), (;el, Vgel aNd Cgep = Trained v— MKL
13. Test with Val(i) and Trained v— MKL
14. Store error = e(i, j, k, 1)

15. end for

16. end for

17.  endfor

18. end for

19. Awverage e(i, j, k, I) over i = e(j, k, I)
20. Find (j, k, I) that minimizes e(j, k, I) = (J, K, L)
2lcluy =
22. Vyais (K) = v
23. Coais (L) =C
Algorithm 3 Select Magnitude Component
1. Inputs: TrainValAll
2. Outputs: Compind
3. fori=1toN-1do
4

Extract Train(i) from TrainValAll
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5 Extract Val(i) from TrainValAll

6 forj=1to3do

7. Train with Train(i)(j) = TrainedSVM
8 Test with Val (i)(j) and TrainedSVM
9 Store error = e(i, j)

10. endfor

11. end for

12. Average e(i, j) over i = e(j)

13. Find j that minimizes e(j) = Complnd

2.3.6. Estimation of informative regions—The value of yassociated to a given region
indicates its degree of differential activity between groups. However, y does not take values
on a fixed numeric scale. Specifically, yvalues of informative regions across rounds of CV
could be scaled differently, preventing us from directly comparing them. To correct for this,
yvalues at each CV round were normalized by the maximum value attained at that round.
By doing so, the most relevant region for a given CV round would achieve a hormalized
score of 1 and the mean of the normalized y values across CV rounds could be estimated.

The degree of differential activity of a region can also be assessed by estimating the number
of times this region is deemed relevant across CV rounds (selection frequency). One way of
taking into account both the selection frequency and the mean of the normalized yto
estimate the degree of information carried by a region is to generate a ranking coefficient
that is the product of both estimates. These three estimates are used to evaluate the relevance
of the analyzed regions for both the complex-valued and the simulated datasets.

For the specific case of the simulated dataset, the incorporation of a small vertical translation
between groups allows us to identify the location of certain regions that are differentially
activated. However, numeric a priori estimates of the degree of differential activation of all
the regions were needed to test how well 1-MKL detected the most informative ones. These
estimates were generated by calculating their classification accuracy by means of a 10-fold
CV using a linear SVM.

As it has been previously mentioned, brain data was segmented in cubical regions for the
complex-valued dataset in order to be capable of performing a multivariate analysis that
included all of the regions in the brain. However, it is difficult to interpret our results based
on the relevance of cubical regions. One way of solving this problem was to map cubical
regions and their associated y values to anatomical regions defined by the AAL brain
parcellation using the Wake Forest University pick atlas (WFU-PickAtIas)5 (Lancaster et al.,
1997, 2000; Maldjian et al., 2003, 2004).

The mapping criterion is explained as follows. A cubical region was assumed to have an
effective contribution to an anatomical one if the number of overlapping voxels between
them was greater than or equal to 10% of the number of voxels of that cubical region. If this
condition was satisfied, then the cube was mapped to this anatomical region. After
generating the correspondence between cubical and anatomical regions, a weighted average
of the y values of the cubes associated to an anatomical region was computed and assigned
to this region for each CV round.

SAvailable at http://www.fmri.wfubmc.edu/cms/software
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2.3.7. Proposed data processing with Iy-norm MKL and SVM—As it has been
previously discussed, one of the goals of this work is to compare the performance of -MKL
with other classifiers and MKL algorithms, such as SVMs and I,-norm MKL. To do so, the
same data processing applied in the proposed approach was used for these two cases, thus
simply replacing »-MKL by either an SVM or I;-norm MKL. The only difference in the
processing pipeline for SVM was that the generated kernels were concatenated prior to
being input to the classifier. As it will be seen in the results section, »MKL with Gaussian
kernels does not provide better results than those obtained using linear kernels. These results
were predictable based on the limited number of available subjects on our dataset. For this
reason, we considered it appropriate to evaluate I,-norm MKL and SVM using linear kernels
only.

The SVM was trained using the LIBSVM software package6 (Chang and Lin, 2011), and the
error penalty parameter C was selected from a pool of 10 logarithmically spaced points
between 1 and 100. Additionally, the lp-norm MKL implementation code was retrieved from
the supplementary material of Kloft et al. (2011), which is available at http://doc.ml.tu-
berlin.de/nonsparse_mkl/, and was run under the SHOGUN machine learning toolbox’
(Sonnenburg et al., 2010). For both the simulated and complex-valued dataset we considered
norms p € {1, 4/3, 2, 4, oo} and C < [1, 100] (5 values, logarithmically spaced).

For the simulated dataset, the mean of the kernel weights of I,-norm MKL across CV rounds
for each region were also retrieved to evaluate how well this algorithm detected the amount
of information provided by them, as well as to compare it against 1-MKL based on this
criterion.

2.3.8. Data analysis with global approaches—We also wanted to evaluate the
performance of our local-oriented MKL methodology on the complex-valued dataset by
comparing it against global approaches, which analyze activation patterns on the brain as a
whole. Linear kernels were applied to the data for these approaches.

One straightforward global approach is the direct application of an SVM to the data without
the application of per-region feature selection. Its performance was used as a benchmark for
other approaches and was applied to either magnitude data, phase data or the concatenation
of both. We refer to the concatenation of of whole-brain data from both sources as whole
data. Another used approach was the application of global (whole-brain) RFE-SVM to the
data. This algorithm was implemented such that 10% of the lowest ranked voxels were
removed at each iteration of RFE-SVM.

In addition, global RFE-SVM was used to combine magnitude and phase data using two
strategies. The first one concatenated data from magnitude and phase sources prior to the
application of global RFE-SVM. On the other hand, the second one applied global RFE-
SVM to each source independently for feature selection purposes, after which an SVM was
trained with the output of feature selection. The concatenation of the data from both sources
after the application of this feature selection procedure is referred to as filtered data.

2.3.9. Statistical assessment of the contribution of phase data—If an
improvement in the classification accuracy rate were obtained by combining both magnitude
and phase data, further analysis would be required to confirm that this increment was indeed
statistically significant. The statistic to be analyzed would be the accuracy rate obtained by
using both data sources.

Available at http://www.csie.ntu.edu.tw/~cjlin/libsvm
Auvailable at http://www.shogun-toolbox.org
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Since the underlying probability distribution of this statistic is unknown, a nonparametric
statistical test such as a permutation test (Good, 1994) would enable us to test the validity of
the null hypothesis. In this case, the null hypothesis would state that the accuracy rate
obtained by using magnitude and phase data should be the same as the one attained by
working with these two data sources regardless of the permutation (over the subjects) of the
phase signal.

Let D™ and Df be the labeled magnitude and phase data samples, respectively, and let
CR(D™, D) be the classification accuracy rate obtained with these two data sources using
one of the combination approaches described on section 2.2.5 and the prediction accuracy
estimation presented on section 2.3.5. The permutation test generates all possible

permutation sets of the phase data sample Dgerm(k), 1 <k < NI, doing no permutation of the
magnitude data sample D™. Next, it computes the accuracy rates CR(D™, D{,'e,m(k)). The p-
value associated to CR(D™, Df) under the null hypothesis is defined as
SN I(CR(D™, DY, (k)>CR(D™, D))

p:

perm

i , (13

where I(:) is the indicator function.

Due to the high computational burden of computing all possible permutations in the
elements of D}fe,.,,L(k), in practice only tens or hundreds of them are used in a random
fashion. The observed p-value is defined as
_ M I(CR(D™, DY, (k)>CR(D™, DY)
p:

perm

14
Y , (14

where M is the number of used permutations. In this case, the exact p-value cannot be
known but a 95% confidence interval (Cl) around p ¢an be estimated (Opdyke, 2003)

15
Closp(p)=p £+ 1.96 \/@ (15)

3.1. Simulated dataset

The prior estimates of the degree of differential activation present on a subset of regions are
shown on the first column of Table 1, these regions being sorted from most to least
discriminative. It can be seen that 11 out of the 15 reported regions are consistent with the
assumption that most of the differential activity would be focused on those squares
overlapping with the default mode network activation blobs, as shown in Fig. 4.

This table also shows the selection frequency and the relevance estimates of these regions
using »-MKL (normalized y) and lp-norm MKL (kernel weights). A classification accuracy
rate of 0.90 and 0.85 is attained by 1~-MKL and lp-norm MKL, respectively. In addition, the
fraction of selected regions was 0.14 for »-MKL and 0.50 for I,-norm MKL.

3.2. Complex-valued dataset

We present the results of both local-oriented and global approaches on Table 2. Accuracy
rates of the proposed methodology using 1~-MKL, I,-norm MKL and SVM for single-source
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analysis and different source combination approaches are listed along with the results
obtained by the global approaches introduced in section 2.3.8.

It can be seen that by applying linear »~MKL to magnitude and phase data using the third
combination approach, an increment of 5% with respect to the magnitude-only data analysis
is obtained. In this case, CR(D™, Df) = 0.85. After generating 100 permutations we get p =
0.01 and a 95% CI [0, 0.03] according to (14) and (15), respectively. Since p < a = 0.05, we
can reject the null hypothesis at a significance level of 0.05. Consequently, the improvement
in classification accuracy rate obtained by including phase data is statistically significant
with 95% confidence level.

Table 3 shows the cubical regions’ selection sparsity achieved by »-MKL and I,-norm
MKL. It can be seen that a higher selection sparsity is attained by classifying the data with
»~-MKL for single-source analysis and the third source combination approach.

The most informative regions and their associated relevance estimates detected by ~-MKL
using linear kernels are reported as follows. The ranking coefficients of a subset of the top
40% ranked regions for magnitude-only and magnitude and phase data analyses
(combination approach 3) are color-coded and displayed on top of a structural brain map in
Fig. 5. This figure provides a graphical representation of the spatial distribution of these
regions. In addition, Table 4 provides the differential activity estimates of some of these
regions, such as selection frequency and normalized y. This table also reports ranking
indexes, which enables the analysis of changes on the relative contribution of these regions
across single-source and combined-source analyses.

4. Discussion

This work presents an MKL-based methodology that combines magnitude and phase data to
better differentiate groups of healthy controls and schizophrenia patients from an AOD task.
In contrast, previous approaches devised methods that incorporated magnitude and phase
data, but did not perform between-group inferences. In addition, the presented methodology
is capable of detecting the most informative regions for schizophrenia detection.

Table 2 shows the results obtained by our MKL-based methodology using +-MKL for
single-source analysis, as well as the combination of magnitude and phase. It can be seen
that, when linear kernels are used, the first and the second combination approaches obtain a
smaller classification accuracy rate compared to the magnitude-only analysis. On the
contrary, the third approach achieves an increment of 5% with respect to the magnitude data
analysis. The probability of this value being obtained by chance is in the range [0, 0.03],
being statistically significant at the 95% confidence level. These results support the validity
of the rationale behind the third combination approach, which assumed that magnitude and
phase are dissimilar data, thus requiring a kernel mapping to be applied independently for
each source.

The performance of 1-MKL was also evaluated using Gaussian kernels. These results are
comparable to those obtained using linear kernels, except for combination 1. A detailed
analysis of the parameter validation procedure revealed that the values of o were usually 10
times gmeq. Such a large value of o makes the Gaussian kernel similar to a linear one, which
is consistent with the reported results. In addition, these results suggest that adding
complexity to the classification model is not helpful on this dataset. This finding comes as
no surprise since our dataset is composed of data from a small number of subjects. However,
it is expected that nonlinear kernels would better characterize schizophrenia if a bigger
dataset were analyzed, In fact, the work presented in Castro et al. (2011) supports this
postulate.
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In addition to the results obtained by ~-MKL, Table 2 displays the results obtained by our
local-oriented methodology using I,-norm MKL and SVM. The results obtained by »-MKL
seem to be equivalent or slightly better than those obtained by |,-norm MKL. The
differences in classification accuracy for both algorithms do not seem to be statistically
significant. However, we must keep in mind that this is not the only criterion used to
compare the performance of both algorithms. These algorithms are also evaluated based on
their capacity to detect the degree of differential activity of the analyzed regions and their
capability to detect the sparsity of the classification task. In short, we analyze the capacity of
both algorithms to achieve a better interpretation of the data. This is analyzed on more detail
later on this section.

It can also be seen from Table 2 that both +~MKL and I,-norm MKL appear to show a
similar trend. For example, both algorithms obtain a classification accuracy rate below the
one achieved by the magnitude-only analysis for the first and the second combination
approaches; instead, SVM achieves a better classification result than magnitude data
analysis for all combination approaches. This can be explained by the fact that SVM does
not analyze the regions’ information locally since the data is concatenated prior to being
input to the SVM.

The results obtained by using global approaches are shown on the same table. It can be seen
that the two global RFE-SVM-based strategies used to combine magnitude and phase data
also improve the classification accuracy rate obtained by processing magnitude data only.
Furthermore, both of them reach the same rates (0.80). However, their rates are smaller than
the one achieved by combination 3 of our local-oriented approach (0.85).

Another important objective of this work is to show that »-MKL can better identify the
feature sets that show discriminative activation between groups compared to other MKL
algorithms, such as I,-norm MKL; the simulated dataset is used for this purpose. It was
previously mentioned that the results in Table 1 indicate that 11 of the 15 reported regions
do overlap with the default mode network activation blobs (Fig. 4). It should be noted that
10 out of those 11 regions, which show a significant differential activation according to the
accuracy rates reported by SVM, are selected on all CV rounds by ~MKL. In contrast, 2 of
these regions (57 and 30) are selected by Ip-norm MKL on only half of the CV rounds. On
the other hand, the last three regions (44, 37 and 20), which show weak differential
activation across groups, are selected by 1-MKL on a few CV rounds, whereas they achieve
a high selection frequency with I,-norm MKL. Furthermore, it can be seen that the y
coefficients assigned by ~MKL to these regions are approximately one order of magnitude
smaller than the top ranked region (26), which is not the case for I,-norm MKL.

On section 2.3.7, we mention the validation of parameter p for Ip-norm MKL experiments,
this parameter being the norm of the kernel coefficients on one of the constraints imposed on
(5). When p = 1, these coefficients yield a kernel combination that is close to a sparse one,
being actually sparse when p = 1. On the contrary, these coefficients are uniformly assigned
the value 1 when p = co. We analyzed the validated values of p for each CV round in order
to get a better idea of the reason why lp-norm MKL failed to give a better estimate of the
contribution of the relevant areas on the simulated dataset. We found out that on 7 out of 10
rounds, p = 1 or 4/3 (close to 1). It s clear that I,-norm attempts to do a sparse selection of
the informative regions, but with p ~ 1 this algorithm seems to pick just some kernels when
they are highly correlated, a limitation that would be consistent with the findings on l{-norm
SVM (Wang et al., 2009). Even though I-norm MKL looks for a sparse solution, it still
estimates that the fraction of relevant regions is 0.50, deeming half of the regions of the
analyzed spatial map informative. Based on the accuracy rate estimates obtained by a linear
SVM and the graphical representation provided in Fig. 4, it is unlikely that the sparsity of
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the simulated data classification task is of that order. On the contrary, 1~MKL estimates that
the fraction of relevant regions is 0.14, which seems more consistent with the prior
knowledge of the spatial extent of the voxels having differential activation across groups.

Based on the analysis of the performance of both MKL algorithms on the simulated dataset,
it can be inferred that the I,-norm MKL formulation based on a non-sparse combination of
kernels provides a less precise estimate of the sparsity of the classification task at hand than
»~MKL. In addition, 1~MKL provides a more accurate measurement of the degree of
information conveyed by each kernel.

If we analyze the results obtained for the complex-valued fMRI dataset, it can be seen that
1-MKL region selection is sparser than the I,-norm MKL one (Table 3), while still
achieving at least equivalent classification results. A similar trend is found on the simulated
dataset, with 1~-MKL better detecting the sparsity of the classification task. Based on this
finding, it can be argued that 1~MKL may achieve a better detection of the most informative
brain regions on the complex-valued dataset. However, this cannot be verified as the ground
truth for real fMRI data is unknown.

In terms of the selection of the most discriminative magnitude component, it should be
highlighted that the default mode component was consistently selected at each iteration of
Algorithm 1. This is an important finding that reinforces the notion that this spatial
component reliably characterizes schizophrenia (Calhoun et al., 2008; Garrity et al., 2007).

Table 4 shows a reduced set of the most informative regions for magnitude-only and
magnitude and phase analyses. Among the regions deemed informative by the former
analysis temporal lobe regions can be found, which is consistent with findings on
schizophrenia. To better understand which regions could be informative on our study, we
need to be aware that the AOD task requires the subjects to make a quick button-press
response upon the presentation of target stimuli. Such an action is highly sensitive to
attentional selection and evaluation of performance, as the subject needs to avoid making
mistakes. For this reason we highlight the presence of the anterior cingulate gyrus among the
informative regions for the magnitude-only analysis, for it has been proposed that error-
related activity in the anterior cingulate cortex is impaired in patients with schizophrenia
(Carter et al., 2001). The presence of the precuneus and the middle frontal gyrus is also
important, as it has been suggested that both regions are involved in disturbances in selective
attention, which represents a core characteristic of schizophrenia (Ungar et al., 2010).

The regions that are deemed informative for magnitude only remain being the most
informative when phase data is included in the analysis. However, their relative importance
changes on several of them, as it can be seen by inspecting the rank values of these regions
in these two scenarios. In addition, new brain areas show up in the set of informative
regions, which is the case for some other temporal lobe regions and, for phase data, for
regions of the temporal pole.

The presence of phase activation in regions expected to be differentially activated across
groups in the AOD task, such as the temporal lobe regions, suggests that phase indeed
provides reliable information to better characterize schizophrenia. In addition, it implies that
the inclusion of phase can potentially increase sensitivity within regions also showing
magnitude activation.

Similarly, the fact that regions of the temporal pole show up in the set of most informative
regions is appealing, as evidence has been found that the temporal pole links auditory
stimuli with emotional reactions (Clark et al., 2010). In fact, some studies report the
temporal pole as a relevant component of the paralimbic circuit, and associate it with
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socioemotional processing (Crespo-Facorro et al., 2004). Since social cognition is a key
determinant of functional disability of schizophrenia, it makes sense to hypothesize that the
temporal pole is activated differently in schizophrenia patients when auditory stimuli is
presented.

The aforementioned results reinforce the notion that magnitude and phase may be
complementary data sources that can better characterize schizophrenia when combined.

5. Conclusions and Future Work

The presented methodology proposes a method to incorporate phase for fMRI data analysis.
Nevertheless, there are other methods for complex-valued fMRI analysis that could be
incorporated in our data analysis pipeline. Among those, we found the work presented in
Rodriguez et al. (2012) especially appealing, as it could be used to extract complex-valued
features to be used on our classification setting.

Another development that could be incorporated in our methodology is to extend it to do
between-group inferences on non-categorical variables of interest by expanding »~-MKL to
work with other loss functions. In addition, the algorithm could be reformulated so that it
achieves better scalability with respect to sample size and number of kernels, as opposed to
just implementing it to prove its functionality.

To the best of our knowledge, this is the first study to do classification using complex-
valued fMRI data. This paper is an extension of the work presented in Arja et al. (2010), as
it not only provides evidence that reinforces the idea that phase provides relevant
information for group inferences, but it also extends it by showing that classification is
improved for schizophrenia characterization if phase is analyzed together with magnitude.
Furthermore, the proposed approach gives some insight of the classification results by
providing scores associated to brain regions according to their relevance in the multivariate
region analysis.
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Appendix A. Definition of Mercer’s Kernel

A theorem provided by Mercer (Aizerman et al., 1964) in the early 1900’s is of extreme
relevance because it extends the principle of linear learning machines to the nonlinear case.
The basic idea is that vectors x in a finite dimension space y (called input space) can be
mapped to a higher (possibly infinite) dimension Hilbert space H through a nonlinear
transformation ¢(-). By definition, a Hilbert space is a complete inner product space. A
linear machine can be constructed in this higher dimensional space (Vapnik, 1998; Burges,
1998) (often called the feature space) which will be nonlinear from the point of view of the
input space.

Mercer’s theorem shows that there exists a function ¢ : y — H and an inner product
k(% )= (p(x), 0(x))  (aD)

if and only if k(:, ) satisfies Mercer’s condition.
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A real-valued function k : yx y — R is said to fulfill Mercer’s condition if for all square
integrable functions g(x), i.e.,

I l9(x)|Pdx<co  (A2)

the inequality

T2 k(X )g(x)g(x )dxdx >0 (A3)
holds. Hilbert spaces provided with kernel inner products are often called reproducing kernel
Hilbert spaces. In addition, the Gram matrix K generated by the available input vectors
using kernel k(:, -) (the kernel matrix) is positive semidefinite.

Appendix B. Lagrangian dual derivation

Recall that wy € Hj and ||w||o < t) < e+ y, where t; € R. Then, (t, w;) € K|, where K| C V| =
R x Hj is a second-order cone (SOC) in V| (Faybusovich and Mouktonglang, 2002). Thus,
Eg. 8 can be restated as follows:

L N , L
min - FYG+CYE+C |vett Yy
wtb€7.e ‘=1 i=1 =1
L
sty (lZWlT%(Xi,lH—b >1-& W
=1
& >0 vi (B1)
t < ety vi
(t;,w;) € K| Vi
=0 Vi
e>0.

Since K| is self-dual, the primal Lagrangian corresponding to the problem is

(L, N Ry
L, = 521 —|—CX:1§¢—|—C ve+T M
=1 i= =1

N L
- Zlai {yz‘lz wi oy (xi0)+yib — 14
1= =1

(2

N L
—gﬂi §i— Elﬂl (e+v —t)

L L
-3 (WlT O'H-@ltl) — > my —0e (B.2)

=1 =1
with a; >0 Vi
i >0 Vi
(01,00) € K, vl
B =0 vl
Tl Z 0 Vi

6>0

where a, i, 6, 0, §, Tand §are Lagrange multipliers (dual variables). Next, the partial
derivatives with respect to the primal variables are computed and set to zero.
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U+6 —0,=0 <— 6=4+05

N
—Zlaiyisﬂz (xi1) —o=0 =
=

N
o=- Z:lai yir (Xi)
1=

g C — p; —a;=0. Since pj,a; >0 =

oL, .
-

oL

B

OLp ,
Oy *

’

(&8
L

N
— > a;y;=0 B3)
=1

, L
7= C 1/—5—125120- Since 6,4 >0 =

L ,
0<>/<Cuv
=1
— 7 — $;=0. Sincer;, 3 >0 =
0<p <<

By replacing in Eq. B.2 the expressions obtained in Eq. B.3 the following dual Lagrangian

function is obtained:

with

1 L 9 N
_§Ztl+zai
=1 =1
>0 Vi
0</<T vl

J (B4
[ Zlai it (x|l <ti+6 VI
1= 2

N
>y =0
=1

L !
0 S Zﬂl S c v,
=1

where maximizing Lp with respect to the dual variables is equivalent to minimizing Lp with

respect to the primal variables.

Appendix C. Relevant blocks’ parameters values

The Karush-Kuhn-Tucker (KKT) optimality conditions of problem (B.1) were partially
analyzed in Appendix B. Here we explore its complementary slackness equations.

The complementarity conditions for slack variables 1 are defined by the equation z11 = 0.

/

C
The last partial derivative listed in Eq. B.3 yields A £1=0. By combining these terms

we get the following equation:

Cl
(fﬁl) =0 VI. (1)

For the SOC K the following complementarity condition holds for the primal and dual

variables:
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u\ [ e
( ! > < ! ):0 Vi, (C2)
W (o]

i.e., the inner product of the primal and dual variables equals 0. By replacing the expressions
for 4 and g found in Eq. B.3 and replacing them in the previous equation we get:

T
K tl+ﬁl
=0 VI. .
( Wi ) < _Zzalyﬂpl (Xi,l) ) v (C 3)

Another complementary slackness equation of interest is the one associated to the block
sparsity constraints, which is defined by the following expression:

Bi(e+y —t)=0 Vi. (c4

By simple inspection of these complementary slackness equations we can learn which
values of £ indicate that a block I is informative (relevant) for the classification task. But
first we need to know under which conditions Eq. C.2 holds. This equation is satisfied if and
only if either of these two conditions are met:

a. One or both factors of the product are zero.
b. Both factors are nonzero, belong to the boundary of K|, and are anti-proportional
(Bach et al., 2004); i.e., 37 > 0 such that:

[willy=ti; l|oally=6r, and (4, wi)=m (6, —o1).  (c5)

Recall from Appendix B that ||w||» <t} < £+ n. Only those blocks | for which [|wi||2 > & (n
> 0) are deemed relevant. We evaluated ||w||, for different values of 4 by examining the
complementary slackness equations and found the following 3 cases:

i.  If3=0 = =0 = [w,<e
ii. fO<B<S =5=0 = |wi,=ti== (cé)
iii. IfB=S% = y>0=|wiy,=ti=y+te.

/

c
Eq. C.6 shows that only the blocks ! : 51=— are relevant for the classification task.
Furthermore, it can be shown that Eq. C.5 ﬁolds Vi€ lg={l:f=C/IL}. If we replace the
expressions for 4 and g found in Eq. B.3 on Eq. C.5 we find the following expressions:

ti=m (ti+06;) (C.7a)

N

wi=n Y iy (Xig).  (C7b)
=1
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It can also be seen that the actual values of y can be estimated using Eq. C.6. The value of ¢

/

can be evaluated by retrieving t; for any block I such that 5<—. However, we compute the
mode of the values t; associated to such blocks to prevent numerical errors. Once ¢is
computed, the values y of the informative blocks are estimated by =t — &

The complementarity conditions associated to the empirical risk constraint are defined by
the following equations:

o (yi f(xi) — 146)=0 Vi
where f(x) is defined in Eqg. 4.

These equations are the same as the ones in the classical SVM. Based on these, we get the
following condition:

yi f(xi)=1, Vi:0<e;<C. (C9)

By using this condition the value of parameter b can be estimated.

Appendix D. Conic linear program formulation

A conic linear program (LP) is an LP with the additional constraint that the solution needs to
lie in a convex cone. A conic LP has the form

T

min c'x
xX
st. 1.<Ax<u, (D.1)
I, <x<u,
x € C,

where C is a convex cone. This cone can be expressed as the Cartesian product of p convex

cones as C = Cy x ... x Cp, in which case x € C could be written as x=[x7 , ... ,xg]T, X €
Cy, -y Xp € Cp. It should be highlighted that the d-dimensional Euclidean space RYisa
cone itself, so linear variables also comply with the added constraint (MOSEK ApS, 2007).

An SOC program (SOCP) is a conic LP where the cone constraints are defined by SOCs. It
can be seen that the problem of maximizing Eq. B.4 is not, strictly speaking, an SOCP since
there are quadratic terms in both the objective function and the constraints. The problem
needs some algebraic manipulation for it to become a rigorous SOCP.

N
The term ||Zi:104i Y (Xi,l)Hz, which is quadratic on @, needs to be re-arranged in order to
make the proposed problem an SOCP. This term can be expressed as

N N N
| Zlai vier(xg)l| = 21 Zlaz' Yy o (%i)er (x5,)
= 2 i=1j=

(-2)

N N
=4/ 2 Y aiajyiyik (X, X)),
i=1j=1
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where k;(x; ;, xjyl)zgolT (xi,1)¢i1(x;,) is the (symmetric) kernel inner product of Hilbert space
H). Let K| be an N x N matrix whose component i, j is computed as K\(i, J) = k(xi, Xj,1).
Then the quadratic term on a can be expressed in matrix notation as

N
1> sy (xi0)| =\/aT YK, Ya=\/aTHa, @
=1 2

where H = YK Y and Y isan N x N diagonal matrix such that Y (i, i) = y;. Since K is a
Gram matrix, it is positive semidefinite. In addition, it is symmetric. As a consequence, Hj is

symmetric positive semidefinite, so there IF;:F} F,=H,! Thus,

N
1> aivier(xig)| =/ (@TF)(Fra)=|Fial, (04
=1 2

By replacing the obtained expression on Eq. B.4 and writing the formulation in matrix
notation we get

min eli-17a
s.t. HFla||2 < t+05 Vi
0<a<C
al y=0 (D.5)
0<B<S
0<1Tg<cC'v
t>0.

It can be seen that the quadratic constraint is now defined by an SOC. However, the
unknowns (and not a linear transformation of them) are the ones that must be members of a
cone, as defined by Eq. D.1. Let u; =t} + /4 and z = F| a. Then the problem could be restated
as

: 1 2 T
slE|ls — 1
o, HE-1T
s.t. ||Zl||2 <y Vi

(1 —tl—ﬂl:O Vi
Fa—z=0 Vi
0<a<C (D.6)
aly=0
0<B<<
0<1Tg<C' v
t>0.

At this point, the problem has been restated so that all the unknowns lie in convex cones. All
that remains to be done are algebraic manipulations so that the objective function becomes
linear, thus meeting all the requirements of a conic LP.

1The details of the estimation of F| are provided in Appendix E.
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1
Let §||tH§ < s, where s > 0. If we define r = 1, then ||t||2 < 2s. By substituting this
expression on Eq. D.6 we get

min s—1Ta
t,a,8,u,z,s,r
s.t. HZ1H2 <y Vi

u; — tl — ﬂlzo )
FZOA - Zl:0 W
al y=0
0<a<C
0<B<S
0<17T8 < c'v
1£]15 < 2rs
r=1
s>0
t>0,

(D.7)

where expression thg < 2rs defines a rotated SOC (MOSEK ApS, 2007). The problem
defined on Eq. D.7 characterizes the problem as an SOCP, having the same form as the
canonical conic LP formulation shown in Eq. D.1.

Appendix E. Symmetric positive semidefinite matrix decomposition

Let H be an n x n real symmetric matrix, with rank r < n. This matrix can be factored into H
= QAQT, with orthonormal eigenvectors in Q and real eigenvalues in A (Strang, 1988). If
this matrix is also positive semidefinite, then its eigenvalues are greater than or equal to
zero. While eigenvalue estimates are sensitive to perturbations for some ill-conditioned
matrices, the singular value problem is always well-conditioned (Moler, 2004). That is the
reason why this section derives a decomposition of the form QAQT of H based on its
singular value decomposition (SVD).

The SVD of H = UZVT, where U and V are n x n orthogonal matrices and X is an nxn
diagonal matrix whose diagonal entries are the singular values of H. Let o1, 0o, ..., o, be the
elements on the diagonal of X and assume they are ordered in descending order. If u; and v,
where i € {1, 2, ..., n}, are the columns of matrices U and V respectively, then

n
T
H:E Uo3U; - (E1)
i=1

Since H has rank r, it has r nonzero singular values, which are also eigenvalues of H. In
addition, singular vectors uj and v; such thati € {1, 2, ..., r} are equal and are in fact
eigenvectors of H. Thus,

T T
T T T
H:ZW 05 U; :Zui o;u; =U, ZT U,., €2
i—1 i=1

where X is an r x r matrix whose diagonal entries are 1, 09, ..., orand Uy isann x r
matrix whose columns are r eigenvectors of H. Thus, H can be decomposed as
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1/2 1/2
H= (UT S ) (Zr/ Uf) =F'F, 3
1/2
where F=)_ ""U
F can be either directly determined by Eq. E.3 as an r x n matrix or it can be zero-padded in
order to make it n x n. If we drop the assumption that H is rank deficient, the presented
procedure would still hold, yielding an n x n matrix F directly.
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Figure 1.

Block diagram of the data generation process followed by SimTB. (A) Simulation
dimension is determined by the number of subjects, time points, components and voxels. (B)
Time courses are the sum of amplitude-scaled task block, task event, and unique event time
series modeled into a BOLD time course. (C) Spatial maps are selected, translated, rotated,
resized, and normalized. (D) The noise-free data combines time courses and spatial maps by
component amplitudes, and scaled to a tissue type weighted baseline. (E) The final dataset
includes motion and noise. (Modified from Allen et al. (2011))
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Figure 2.

Data processing stages of (a) the complex-valued fMRI dataset and (b) the simulated
dataset. On the preprocessing stage of the complex-valued fMRI data, motion correction and
spatial normalization parameters were computed from the magnitude data and then applied
to the phase data. Next, ICA was applied to magnitude and phase data separately, a single
component being selected for each data source. Individual subject components were then
back-reconstructed from the group ICA maps of each run (2 ICA maps per subject for each
data source).
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Figure 3.

Strategies for complex-valued fMRI data feature selection and data sources combination.
(Top row) First approach: Generation of a single kernel per brain region after the application
of feature selection to the concatenation of the magnitude and phase brain region’s feature
sets. (Middle row) Second approach: Feature selection is applied separately to the magnitude
and phase brain region’s feature sets, after which they are concatenated and a single kernel
per brain region is generated. (Bottom row) Third approach: Generation of one kernel per
brain region for each data source after the independent application of feature selection to the
magnitude and phase brain region’s feature sets.
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Figure4.

Mean spatial map of the default mode component and indexes of overlapping square
regions. This figure shows (a) the default mode component’s thresholded mean spatial map
across subjects and (b) the square regions that overlap with this mean map and the indexes
of the overlapping regions.
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Figure5.

Ranking coefficients of a subset of the of the top 40% ranked regions for magnitude-only
and magnitude and phase analyses. This figure shows (a) informative regions for the
magnitude-only analysis, (b) informative regions of the magnitude source for the magnitude
and phase analysis, and (c) informative regions of the phase source for the magnitude and
phase analysis. Each of the displayed blobs are color-coded according to their associated
ranking coefficients. As expected, magnitude is the most informative source, but several
regions in phase, including the temporal lobe, are also informative.
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Table 3

Selection sparsity achieved by 1-MKL and Ip-norm MKL on the complex-valued dataset. This table shows the
fraction of valid selected regions (according to the criterion discussed in section 2.2.3) for both »-MKL and I,-

norm MKL for single-source analysis (magnitude or phase) and the third combination approach of both
sources. The presented values are achieved by both algorithms using linear kernels, except where noted.

Source Fraction of valid selected regions # of valid regions

rMKL l;-norm MKL

Linear Gaussian

Magnitude 0.69 0.71 0.90 135 (of 158)
Phase 0.70 0.69 0.85 108 (of 158)
Mag + Phase  0.74 0.75 0.95 243 (of 316)
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