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Abstract
Current models of speech perception tend to emphasize either fine-grained acoustic properties or
coarse-grained abstract characteristics of speech sounds. We argue for a particular kind of 'sparse'
vowel representations and provide new evidence that these representations account for the
successful access of the corresponding categories. In an auditory semantic priming experiment,
American English listeners made lexical decisions on targets (e.g. load) preceded by semantically
related primes (e.g. pack). Changes of the prime vowel that crossed a vowel-category boundary
(e.g. peck) were not treated as a tolerable variation, as assessed by a lack of priming, although the
phonetic categories of the two different vowels considerably overlap in American English.
Compared to the outcome of the same experiment with New Zealand English listeners, where such
prime variations were tolerated, our experiment supports the view that phonological
representations are important in guiding the mapping process from the acoustic signal to an
abstract mental representation. Our findings are discussed with regard to current models of speech
perception and recent findings from brain imaging research.
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1. Introduction
1.1. Vowel variance

English vowels show substantial variation in pronunciation across speakers. This can arise
from many factors, most prominently gender, dialect, and social background (e.g. Hagiwara,
1997; Johnson, 1997; Lindblom, 1990; Thomas, 2001). Acoustically, this variation can be
measured by means of the first and second formant values (F1 and F2), being the two most
salient acoustic cues for vowel identification and categorization across languages (Flege et
al., 1994; Ladefoged, 2001; Lindblom and Studdert-Kennedy, 1967; Pols et al., 1969;
Stevens, 1998). Nevertheless, vowel categories display considerable overlap in their F1 and
F2 values (e.g. front vowels [æ], [ε] and [ɪ]; cf. Hillenbrand et al., 1995; Peterson and
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Barney, 1952, even when F1 and F2 values are corrected for vocal tract size, e.g. through F3
normalization, Monahan and Idsardi 2010). This suggests that vowel categories are
inherently fuzzy and such impressions are strengthened by the findings that vowel
perception is less categorical than (stop) consonant perception (Pisoni, 1973; Schouten and
van Hessen, 1992). Yet, listeners can distinguish vowels in close vicinity (such as [ε] and
[æ]) with high accuracy (Hillenbrand et al., 1995), suggesting that at least on one level of
processing (or in one kind of experimental task), phonetically detailed information is
available. We argue that despite these facts, it is feasible to maintain an approach of abstract
vowel representations where representations are not only based on discrete features, but also
lack some specific feature specifications (underspecification). While the results of the
experiment reported here suggest that overlapping vowel categories in Standard American
English (henceforth AE) do not cause perceptual ambiguities in a behavioral online task, the
same experiment with New Zealand English (NZE) listeners showed a rather different
pattern (Author and Author, 2010), providing evidence that phonological and categorical
representations guide the mapping from acoustic signals to long-term representations of
speech. We also relate our findings to a recent neurophysiological study that supports the
assumption of abstract category representations (Author et al., 2012). The current as well as
the previous results are discussed within three different representational approaches,
assuming exemplars (Bybee, 2001; Bybee and Hopper, 2001; Pierrehumbert, 2002;
Pierrehumbert, 2001), abstract fully specified (e.g. Chomsky and Halle, 1968) or abstract
underspecified representations (Lahiri and Reetz, 2002, 2010). Overall, we argue that the
approach defining vowel categories in terms of abstract phonological features, with some
features lacking an underlying specification, provides the most parsimonious explanation of
the current behavioral as well as neurophysiological data, as will be discussed in more detail
below.

1.2. Units of representations
Research in speech perception has suggested a variety of perceptual units that may be active
on different levels of processing during language comprehension. Theories have suggested
(amongst others) exemplars, i.e. faithful and very detailed, episodic representations (Bybee,
2001; Pierrehumbert, 2002; on the general principles of episodic memory, see Hasselmo,
2012), and the phonological feature. The latter constitutes a sub-phonemic, contrastive unit,
referring to specific acoustic properties concomitant to particular articulator configurations
(Halle, 1983; Jakobson et al., 1952) that can be expressed in a binary (e.g. ±VOICE, cf.
Chomsky and Halle, 1968) or privative manner (where voiced sounds are marked with
[VOICE] and voiceless sounds entirely lack this feature, cf. Lombardi, 1996). Here, we will
contrast models that assume exemplars with models that assume phonological features at
different degrees of abstraction (fully specified versus underspecified).

1.3 Exemplar models
Exemplar models are characterized by exhaustive representation of phonetic detail along
with non-linguistic (indexical) information, such as speaker or dialect information. While
there are individual differences between specific exemplar approaches (Bybee, 2001;
Goldinger, 1998; Nosofsky and Palmeri, 1997; Nosofsky and Zaki, 2002), most exemplar
theories converge in assuming that representations consist of sets of remembered and very
detailed tokens (single segments and/or words, see Figure 1), for which there is either a most
typical member (prototype) or a category center (Bybee, 2001; Bybee and Hopper, 2001;
Goldinger, 1996; Johnson, 2005; Pierrehumbert, 2002; Pierrehumbert, 2001; Pisoni, 1997;
Thomas, 2004). As a consequence of these architectural assumptions, there are two crucial
measures that should influence the speed with which a particular sound or word is mapped
on a category representation. The first of these measures is frequency of occurrence. On the
level of words (and similarly, on the level of single segments), representations with a higher
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frequency of occurrence tend to have more exemplars and can thus be accessed faster and
more efficiently. The second measure relates to the typicality of specific exemplars with
regard to their category center or prototype, and can be assessed by the Euclidean distance in
a multidimensional acoustic space. The assumption is that a novel stimulus can access a
particular representation faster if the acoustic distance of this stimulus to the category center
is smaller. This assumption is particularly relevant for simple exemplar models that are
based on k-Nearest Neighbors (e.g. Dudani, 1976; Daelenmans and van den Bosch, 2005),
where categorization of novel stimuli depends on their (acoustic) distance to (existing)
category prototypes. Another important consequence of exemplar models is that variation is
directly expressed in the structure of representations.

As illustrated in Figure 1 (left), overlaps of the mid vowel [ε] with either high or low vowels
can be expressed by the inclusion of high and low vowels in the exemplar set. A low vowel
can thus be tolerated as a variant for a mid vowel.

1.4 Fully specified feature models
Outside exemplar theory, one of the main motivations for a sub-phonemic unit is rooted in
the effort to find invariant, possibly higher-order acoustic cues for units of speech perception
(e.g. Kewley-Port, 1983; Stevens and Blumstein, 1978; Sussman et al., 1991). While it
proved to be impossible to find simple invariant cues for phonemes due to the effects of
coarticulation (Benguerel and McFadden, 1989; Fowler, 2005; Lively et al., 1994),
assimilation (Cutler, 1997; Ernestus et al., 2006; Flemming, 2001; Gaskell and Marslen-
Wilson, 1996; Gow, 2001; Jun, 2004; Marslen-Wilson et al., 1995; Snoeren et al., 2008) and
further factors in natural speech such as deletions and reductions (Ernestus, 2000; Mitterer
and Ernestus, 2006; Mitterer et al., 2008; Raymond et al., 2006; Zimmerer et al., 2008), the
phonological feature appears to be a better candidate in this respect because it is oftentimes
closer to acoustic or articulatory invariances (Blumstein and Stevens, 1981; Lahiri et al.,
1984). The expression of a phonological contrast by means of abstract features has a long
tradition in linguistic theory (Fant, 1960; Jakobson, 1939; Jakobson et al., 1952), although
theories differ as to whether phonological features are predominantly determined by
articulatory gestures (Browman and Goldstein, 1992) or by acoustic cues produced by these
gestures (Diehl, 2000; Diehl et al., 1991; Stevens, 2002), or through a combination of
articulatory and acoustic factors (Jakobson et al., 1952).

One of the motivations for fully specified features in underlying representations is
formulated in Halle et al. (2000) and Calabrese (1995). In particular, Calabrese (1995)
argues that full representations are necessary in order to distinguish between phonological
rules that are sensitive to either contrastive, marked, or both, contrastive and marked
features. Another motivation for fully specified representations is embedded in the
architecture of Optimality Theory (Prince and Smolensky, 2004), particular with regard to
Lexicon Optimization. Note however that some Optimality Theory approaches also embrace
the notion of underspecification (Inkelas, 1995; Itô et al., 1995).

Feature models accounting for the representation of mid vowels can follow full specification
approaches or underspecification approaches, as introduced in the next section. A full
specification approach would stipulate a specific feature representation by means of binary
values, expressing that a mid vowel is neither high nor low. Such representations may
follow the featural assumptions of Chomsky and Halle (1968) and subsequent accounts that
provide full feature specifications for mid vowels (illustrated in Figure 1, middle), usually [-
high, -low]. The mapping of vowel variants onto mid vowel representations does not follow
straightforwardly from the representational architecture and appears to require a licensing
rule that would interpret low vowels as [-low] in certain (non-low) contexts, the reverse of
segmental redundancy rules. From a processing perspective, such an additional mechanism
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is certainly time-consuming such that a low vowel is accepted as variant for a mid vowel
only after additional processing time. For this reason, we contrast a full specification
approach with an underspecification approach illustrated below.

1.5 Underspecified model
Underspecification theory has a relatively long, albeit not undisputed tradition in Generative
Phonology (McCarthy and Taub, 1992). Here, we consider a particular, psycho-
linguistically motivated approach to underspecification (the Featurally Underspecified
Lexicon, FUL, Lahiri and Reetz, 2002, 2010), that bears some resemblance to Radical
Underspecification (Archangeli, 1988), but also shows crucial differences. One of the most
important differences is that FUL assumes privative features and the lack thereof in
underspecified representations, while Radical Underspecification allows for negative feature
specifications in the unmarked case (for a more detailed discussion, see Lahiri and Reetz,
2010 and Author, 2009). For instance, voiced plosives in FUL would be expressed by
[VOICED] (not [+VOICED]), and voiceless plosives are represented without specification
for their laryngeal feature (not as [−VOICED]).

FUL is thus based on representational underspecification that is motivated by various
asymmetries, for example those found in assimilation processes (Paradis and Prunet, 1991).
For instance, coronals such as [n] very often assimilate to the place of articulation of their
following neighbors (e.g. lean bacon > leam bacon due to labial [b]) and are therefore
assumed to be underspecified for place of articulation. They receive their place of
articulation feature either by default, or by the spreading of features of neighboring,
specified speech sounds. In contrast, non-coronals such as [m] hardly ever assimilate to the
place of articulation of their neighbors (e.g. rum toffee > run toffee due to coronal [t] is
hardly ever encountered) and are therefore assumed to be specified for place of articulation
(here: LABIAL). In general, FUL assumes that contrastive features are represented only if
they cannot be derived by redundancy rules, i.e. tries to make the most economic use of a
(universal) set of features for a given language. For instance, in a vowel system with a three-
way tongue height distinction between the positions high, mid, and low, mid vowels are
articulated close to the resting vertical position for the tongue and do not need to have a
tongue height specification. They are neither high nor low, and thus considered
‘underspecified’ for tongue height even though it is possible to define acoustic parameter
values that correlate with mid vowels (viz. an intermediate value for F1).

FUL is not only a theoretical account of the nature of underlying representations, but also an
approach of mapping acoustic information onto long-term memory representations of speech
sounds. To that end, the mapping is based on a feature-by-feature comparison between
information in the incoming signal and underlying representation within one feature
dimension (e.g. tongue height). The success of activating a speech sound memory
representation is dependent on a three-way result of match, mismatch, and no mismatch. A
match occurs if the feature extracted from the signal directly corresponds to the feature in
the sound’s underlying representation (e.g. [high] matches [high]). A mismatch occurs if the
extracted feature is incompatible with the underlying feature specification. This is the case
whenever feature specifications are opposed to each other (e.g. [high] mismatches with
[low]). A no mismatch, finally, occurs if a feature is extracted from the signal, but there is
no corresponding feature specification underlyingly, for example when [coronal] is
recognized in the signal for an incoming [n] but matched against the lexical representation
of /n/ without a place of articulation specification. By contrast, mid vowels are featurally
coded without a specific representation for tongue height underlyingly, while it is still
possible that the phonetic feature [MID] is extracted from the acoustic signal of a mid
vowel. This leads to very specific predictions for the activation of high, mid, and low

Scharinger and Idsardi Page 4

Lingua. Author manuscript; available in PMC 2015 February 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



vowels. First, high and low vowels always mismatch, i.e. high [ɪ] could never activate low /
æ/. Second, both [æ] and [ɪ] should not be mismatches for mid /ε/ without a tongue height
specification, i.e. both high and low vowels should similarly activate the mid vowel as it is
stored without any height specification in memory (illustrated in Figure 1, right panel).
Finally, the mid vowel itself does not match high or low vowels, if the tongue height feature
[mid] is extracted and evaluated against [high] or [low].

FUL (with privative features and underspecification) therefore differs from approaches of
full specifications (with binary features and no underspecification) with regard to theoretical
points of view (e.g. expression of marked segments) as well as with regard to issues of
processing (e.g. co-activation of mid vowels by high or low vowels). Together with
Exemplar Approaches, all models briefly introduced above can account for vowel variation,
and how vowel variants can access the correct vowel categories. They differ, however, with
respect to processing speed and with respect to non-linguistic influences onto the mapping
process. For testing differences in this mapping process, a cross-linguistic or cross-dialectal
comparison is optimal, because it allows comparing the interpretation of identical acoustic
vowel sounds across different listeners with substantially similar grammars in other respects.
In this respect, it is important to note that vowel variation can be observed not only within a
language (e.g. American English), but also between dialects or local varieties of a language
(e.g. American English, AE vs. New Zealand English, NZE). The latter comparison is
particularly crucial for mid vowel representations, since NZE shows a height shift of its
front vowels compared to the AE counterparts while otherwise sharing much of the pan-
dialectal English phonology. The NZE shift will be elucidated in greater detail in the next
section.

2. Comparing English dialects
2.1. Changes in the New Zealand vowel system

Some English varieties show a particular kind of dialectal variation that is characterized by
shifts of certain vowels across categorical and phonological boundaries (Labov et al., 2006).
An example is provided by the short front vowels of NZE (Figure 2) that underwent a push-
chain shift and a subsequent restructuring of the vowel space (Bauer, 1986; Maclagan and
Hay, 2004).

Here, original low [æ] (e.g. in TRAP, as assessed from other dialects, see Wells, 1982) has
moved to the mid position of [ε] (as in DRESS), while [ε] has moved to the position of high
[ɪ] (as in KIT, see Gordon et al., 2004; Langstrof, 2006 for an account of the phenomenon).
The latter vowel shifted towards the center of the vowel space and is alternatively
transcribed as [ɨ] or [ə] (see Hawkins, 1976; Wells, 1982b for a more detailed discussion).

Figure 3 illustrates the pronunciation consequences for the nouns pack, peck, and pick in
comparison to Standard American English (AE). The column ‘lexical set’ refers to a dialect-
independent label of the respective vowels using a word representative of the class (Wells,
1982a). The NZE vowel shift thus resulted in a mid TRAP vowel and a high DRESS vowel,
while the KIT vowel has become centralized.

While there is extensive work on acoustic and phonetic changes of the NZE front vowel
shift (Hawkins, 1973; Bauer, 1986; Bell, 1997; Watson et al., 1998; Easton and Bauer, 2000;
Watson et al., 2000; Langstrof, 2003; Gordon et al., 2004; Maclagan and Hay, 2004;
Langstrof, 2006; Warren and Hay, 2006), only few studies provide dialect-internal
diagnostics for phonological changes. However, Author and Author (2010) provided
experimental evidence for the TRAP vowel to not only differ in its phonetic realization, but
also in its phonological representation in comparison to its representation AE. Together with
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longitudinal evidence (Maclagan and Gordon, 2004), demonstrating that the TRAP vowel
was affected first by the push-chain, it seems safe to assume that the NZE TRAP vowel has
indeed a different phonological representation than its AE counterpart. In terms of
underspecification, we assume the NZE TRAP vowel to be underspecified for height. Note
that on the basis of Lahiri & Reetz, the TRAP vowel (as front vowel) is also underspecified
for its place of articulation. This assumption (universal underspecification of coronality for
both vowels and consonants) would hold independently of the push-chain effects, i.e. the
TRAP vowel is assumed to be underspecified for place of articulation in NZE and AE,
independent of its tongue height.

To conclude, the crucial difference between the NZE and AE vowel systems is that AE has a
three-way height contrasts for its front vowels (high, mid, low), while NZE has only a two-
way height contrast (high, mid). The changed representations of formerly low vowels can be
modeled with exemplar approaches, fully specified, and underspecified accounts, but only
the latter framework allows for the most parsimonious explanation of the existing behavioral
and neurophysiological data, as will be shown in the next section.

2.2. Experimental assessment of vowel representations
Compared to AE, the TRAP vowel in NZE is not low anymore, an observation that can be
modeled by a shift of exemplar members towards more mid vowel tokens, i.e. a change in
their numeric parameters without any further concomitant change in an abstract
representation. That is, under such assumptions, the category has simply moved in phonetic
space.

In feature-based approaches, this would either mean that the TRAP vowel is now specified
for [-high, -low], or not specified at all, i.e. [—]. All models seem to converge in agreeing
that the TRAP vowel in NZE would allow for more variation than the TRAP vowel in AE,
as a result of mid vowels showing more variation than either high or low vowels and due to
the lack of another contrasting low front vowel. However, the three approaches differ as to
whether the processing of vowel variants that cross a category boundary would be
accompanied by frequency, typicality, or processing time effects. To reiterate the
assumptions of exemplar, fully specified and underspecified models, we argue that exemplar
models would predict the processing of TRAP vowel variants to depend on the frequency of
occurrence of the word containing this vowel (which substantially match the frequencies of
TRAP vowels observed in AE due to the generally slower pace of lexical change between
dialects), or on the acoustic distance of the variant to the category center of the TRAP
vowel. Fully specified models, on the other hand, would presumably predict an effect of
increased processing time, independently of the vowel’s representation, while the
underspecified model as introduced above claims that mid vowels can be accessed by high
and low vowels alike, such that the NZE TRAP vowel should tolerate both high and low
vowel variants because its featural representation is now underspecified in NZE but not in
AE.

Author and Author (2010) examined these assumptions by employing an auditory semantic
repetition priming experiment. This behavioral experimental technique has shown to reflect
lexical organization and processing (Forster, 1999). Generally, priming refers to the
observation that target stimuli can be accessed faster if they are preceded by prime stimuli
that are related to them on a form-based or meaning-based level. Access latencies are
measured by lexical decisions on the target words, commonly consisting of word/pseudo-
word responses. In this respect, pack would speed up the access to the target load because of
the shared meaning of these two nouns (Meyer and Schvaneveldt, 1971). Author and Author
(2010) extended this paradigm in assuming that as long as nouns can be considered tolerable
alternatives to pack, they would similarly prime the target load. In particular, they assumed
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that NZE pack (and in general, all nouns with a TRAP stem vowel) can be accessed by
either peck or pick, because the TRAP vowel in NZE has moved to a mid vowel position.

Note that for this assumption, it is not necessary to assume differences in phonological
representations of the DRESS and KIT vowels. What is crucial, though, is the assumption
phonetic feature extraction for the mapping of acoustic information onto long-term (abstract)
memory representations. Supported by a large body of acoustic evidence (Hawkins, 1973;
Bauer, 1986; Bell, 1997; Watson et al., 1998; Easton and Bauer, 2000; Watson et al., 2000;
Langstrof, 2003; Gordon et al., 2004; Maclagan and Hay, 2004; Langstrof, 2006; Warren
and Hay, 2006), the DRESS vowel in NZE can be considered [HIGH] with regard to tongue
height, while the KIT vowel moved towards the back (Bauer, 1986, 1995; Gordon et al.,
2004; Hay et al., 2006; Maclagan and Hay, 2004). We hypothesize that this backing is
expressed by the feature [DORSAL] (in the notation of FUL for back vowels) that is
extracted as acoustic-phonetic feature. We do not make claims about the phonological status
of the DRESS and KIT vowel here. Such an account is clearly beyond the scope of this
article and should be subject to future research. Note, however, that there exists some
evidence regarding changes in the phonological awareness of these vowels (e.g. spelling
changes: fush instead of fish). Thus, both in terms of tongue height and place of articulation,
for NZE listeners, the DRESS and KIT vowel do not provide featural mismatches to the
underspecified TRAP vowel (Author & Author, 2010).

In order to test this hypothesis, the authors measured the lexical decisiontimes to targets
semantically related to nouns containing the TRAP vowel (e.g. load in relation to pack, cf.
Figure 3). Aside from conditions in which the TRAP vowel noun (e.g. pack) was used as
prime for load, they also selected DRESS and KIT vowel primes (e.g. peck, pick). The three
test conditions were compared to a control condition in which the target load was preceded
by an unrelated noun (bass).

Exemplar models, fully specified and underspecified feature models would differ in their
predictions regarding the modulations of lexical decision times on the targets across the
different conditions. Within an exemplar framework, reaction times should correlate with
word frequencies and with the acoustic distance between the prime vowel and the TRAP
vowel. The latter prediction should be particularly relevant for simple exemplar models
based on k-Nearest Neighbors (e.g. Dudani, 1976; Daelenmans and van den Bosch, 2005).

Fully specified models without further stipulations, on the other hand, would predict that
neither peck nor pick could prime load as well as pack does because any such priming would
have to depend on a specific rule that allowed the mapping of a high vowel onto a mid
vowel, being specified for [-high, -low], an otherwise unmotivated innovation. The
underspecification approach, as illustrated before, assumes that all three nouns (pack, peck,
pick) can prime load, because neither of the DRESS and KIT vowels provides mismatching
tongue height information for the underspecified TRAP vowel in NZE. Additionally, this
model also predicts that response latencies for the target load do not correlate with
frequency or acoustic distance of the prime vowels to the TRAP vowel.

Intriguingly, Author and Author (2010) found that all three prime types resulted in
significantly faster lexical decision times on the respective targets compared to an unrelated
control condition. They interpreted these findings as evidence for representational
differences of the TRAP vowel between NZE and AE: The absence of the feature [low] in
the TRAP words allowed for the partial mapping of a phonetically high vowel (as in NZE
peck) onto the phonological TRAP category (cf. Figure 3), that is, NZE peck ([pɪk]) with
[high] was a no-mismatch to the underspecified vowel in NZE pack (/pεk/) in the
terminology of Lahiri and Reetz (2002), and consequently the input peck facilitated the
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activation of the memory representation of pack. That is, the successful mapping of peck to
pack lead to facilitated lexical access of pack and therefore, to its semantic relatives
(including the target load).

Exemplar models can only partially account for these findings. Note that the framework has
been applied to NZE before (Warren and Hay, 2006; Warren et al., 2008) and may explain
the overall priming pattern. As particularly illustrated in Thomas (2004), an exemplar
approach can readily account for probability distributions of pronunciation differences
regarding the TRAP vowel. In NZE, the exemplar distribution of words with this vowel has
many more DRESS vowel realizations than TRAP vowel realizations, and perhaps even
some KIT vowel alternatives. Therefore, if there is a high probability for certain
pronunciation alternatives, these alternatives should cause priming of the respective
exemplar distribution, which in turn should depend on the frequency of the corresponding
word and the likelihood for alternative vowel realizations. In this regard, exemplar models
differ from the assumption of the FUL model: in exemplar models, abstraction from
statistically describable input representations may emerge a posteriori, as envisaged in e.g.
Goldinger (2007) or Luce et al. (2003), i.e. bottom-up, while abstraction in Lahiri and Reetz
(2002, 2010) is a model-based consequence of underlying representation from which
differences in output distributions may emerge.

However, exemplar models would also predict additional interacting effects of word
frequency and acoustic distance. Author and Author (2010) used frequency as a covariate in
their statistical analyses and found no effect, thereby providing evidence that their pattern of
results did not show a significant correlation with the frequency of the target stimuli for
which lexical decisions were required. They also calculated correlations of lexical decision
latencies and acoustic distance between the prime vowels and the TRAP vowel. Again, this
correlation was not significant, suggesting that the priming pattern in fact reflected the
nature of the underlying representation, as expressed in phonological features. It is important
to note that the experiments in Author and Author (2010) were not designed to directly test
frequency or phonetic similarity effects. Nevertheless, the lack of correlations between
response latencies and either frequency or similarity measures suggests that the level of
processing these latencies tap into is rather sensitive to the nature of underlying (concrete)
representations. One might espouse an alternative interpretation of Author and Author’s data
according to which the more inclusive mapping to the TRAP vowel category in NZE would
follow from the fact that this category has more varied exemplars1. Such an account –
reminiscent of an Exemplar approach – is not at odds with the FUL model, and we do not
argue that this interpretation is incorrect. We argue, however, that FUL provides a
theoretical account of why the trap vowel category has more varied exemplars, namely, by
means of tongue height underspecification. This is not to say that underspecified speech
sounds would always display more variation – a more detailed discussion of this empirical
problem is beyond the scope of this article and must await future research, particularly for
cases where fully specified sounds would show more variation.

Finally, a fully specified account could not explain the finding of Author and Author (2010),
either, because there was no significant priming difference between the three prime type
conditions. Fully specified accounts would predict significant differences in lexical decision
times as soon as the prime variants crossed categorical boundaries, i.e. if peck precedes load.

In a second experiment, Author and Author (2010) presented the same NZE stimulus
material to AE listeners whose TRAP vowel ought to be low. Crucially, the priming pattern
was quite different from the one observed for the NZE listeners. While pack still primed

1We thank an anonymous reviewer for this observation.
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load, neither peck nor pick lead to significant priming. The authors argued that this pattern
was attributable to the specification of the TRAP vowel in AE. Here, the specific vowel
height feature [low] did not allow non-low vowel variants to be mapped onto its underlying
representation. This rests on the assumption that AE listeners were still likely to extract a
height feature (i.e. [LOW]) from the NZE trap vowel, in which case there was a full match
between extracted feature and underlying representation. Furthermore, as for NZE listeners,
Author and Author (2010) did not observe any statistically significant correlations between
response latencies and either target word frequency or acoustic prime-target vowel distance.
Considering both patterns of results, the best model to accommodate them appears to be the
underspecification model as developed by Lahiri and Reetz (2002, 2010).

For a complete picture, two more experiments would be necessary. In the orthogonal
combination of speaker/listener and AE/NZE, Author and Author (2010) tested NZE and AE
listeners with stimuli from an NZE speaker and showed that the same acoustic input resulted
in intriguingly different behavioral responses. These differences allowed for the
interpretation that the TRAP vowel differs in its underlying representation between NZE and
AE. Presenting AE listeners with the same stimulus material as used in Author and Author
(2010) recorded by an AE speaker would eliminate the possibility that the priming pattern
was a result of the listener not being familiar with the peculiar NZE pronunciation.
Presenting NZE listeners with the stimulus material recorded by an AE speaker, on the other
hand, would only serve the purpose of replicating the finding that NZE listeners are more
tolerable to map vowel variants onto TRAP vowel representations. Furthermore, the latter
experiment would be confounded by the fact that NZE listeners are highly familiarized with
AE vowel pronunciations as a result of US media and movie exports to New Zealand, a fact
that does not apply in the reverse case. Consequently, it is not clear what this experiment
would add to the existing pattern of results. For these reasons, we decided to prioritize the
within-dialect case in which AE listeners are exposed to the stimulus material recorded from
an AE speaker. This experiment is described in more detail in the next section.

3. Auditory priming in American English with vowel variants
3.1 Motivation

In the present study, we intend to test whether the obtained priming pattern of Author and
Author (2010) was an artifact of the phonetic material (the NZE stimuli) or indeed reflected
the listeners’ underlying representation of the TRAP vowel. For that purpose, we employed
the same priming design as in the previous study, but used stimuli recorded from an AE
speaker and presented them to AE listeners. If it is in fact the phonological vowel
representation that accounted for the priming pattern in Author and Author (2010), and not
the dialect of the speaker, we expect that all prime variants (containing both KIT and
DRESS vowels) are not accepted as exemplars of the TRAP category for AE listeners and
thus should not prime. Based on previous studies (Allen and Miller, 2001; Miller, 1995), we
further expect a relatively clear extraction of phonetic category labels for the vowel
exemplars presented. We also predict that the response latencies do not correlate with target
word frequencies or acoustic distances between prime and target vowels. On the basis of the
previous discussion, we expect the underspecification account to make the most precise
predictions for the priming patterns.

3.2. Material
Sixteen triplets of English minimal pairs with stems containing the KIT, DRESS or TRAP
vowel, were selected as primes (e.g. pack, peck, pick). This resulted in 48 monosyllabic test
primes with a mean length of 3.3 segments. Corresponding targets were nouns semantically
related to the prime with the TRAP vowel with a mean length of 3.2 segments (e.g. load for
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pack). Targets were chosen on the basis of Webster’s dictionary of synonyms (Gove, 1968)
and were mostly (near)-synonyms of the TRAP vowel primes. Targets had no semantic
relation to the other primes of the same triplet. Targets were also approximately matched to
the frequency of their primes (48 per million [targets] vs. 49 per million [primes], based on
COBUILD Spoken Word Frequency as determined from CELEX (Baayen et al., 1995).

Primes and targets were distributed over four experimental lists in a Latin Square design.
This guaranteed that each participant heard a target only once while across participants, each
target could be paired with four different prime types: (1) TRAP vowel nouns (e.g. pack);
(2) DRESS vowel nouns (e.g. peck); (3) KIT vowel nouns (e.g. pick) and (4) unrelated
nouns (e.g. sense). There were 16 critical item pairs in each participant list together with 52
filler pairs, 34 of which had pseudo-words at their second (target) position. This guaranteed
that out of the total of 68 prime-target pairs, 34 required a word response on the target, and
34 a non-word response. Pseudo-words were derived from existing English words by
altering 1–3 segments. They were phonotactically legal and assessed for their validity by a
native English speaker. All item pairs were pseudo-randomized. The design of the auditory
priming experiment is illustrated in Figure 2.

Stimuli were recorded from a native AE speaker with a clear three-way height distinction of
the front vowel. The recording was done in a sound-attenuated room, using a Sony ECM88
microphone. Stimuli were directly recorded onto hard disk within the sound application
PRAAT (Boersma and Weenink, 2011), with an amplitude resolution of 16 bits and a
sampling rate of 44.1 kHz. Subsequently, the first two resonance frequencies (F1 and F2) of
the test prime vowels were calculated on the basis of a Fourier analysis (FFT) that involved
a 25 ms Hanning window, moved along the time dimensions in 5 ms steps. These analyses
were carried out in PRAAT. Additionally, we calculated the Euclidean distance between
each prime vowel variant (KIT, DRESS) and the TRAP vowel in the two-dimensional F2 x
F1 space. Details about targets, control- and test-primes are provided in the appendix, with
Appendix 1 displaying log-transformed surface frequencies for control primes and target
words, and with Appendix 2 showing log-transformed surface frequencies of the test prime
triplets, together with measures from the acoustic analyses.

3.3. Subjects and Procedure
68 students of the University of Maryland (52% females, mean age 20, SD=2.7) participated
for class-credit and were randomly assigned one of the four experimental lists. They were
tested individually and familiarized with the experimental task in a practice session with 10
prime-target pairs not occurring in the main experiment. In both tasks, experimental items
were presented pair-wise, using the DMDX software (Forster and Forster, 2003), and
participants had to provide a word/pseudo-word decision on the second member of each pair
(the target). In order to match the attribution of button presses to the study by Author and
Author (2010), right-handed subjects had to give word-responses by pressing J with their
right index finger (pseudo-words: F), while left-handed subjects (N=2) were given the
opposite instructions.

First (= prime) and second (= target) member of each experimental pair were separated by
250 ms, and subjects could respond within 2000 ms after target presentation. Reaction time
measurement started at the onset of the target (see Figure 4).

The experiment, including a short briefing and the practice session, lasted about 15 minutes.
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3.4. Results
Subjects showed acceptable performance on the targets (6.3% wrong responses, 0.8% time-
outs), although 4 participants and 2 items had error-rates above 25% and were excluded
from further analyses.

The dependent measures accuracy (correct vs. incorrect lexical decision) and response times
(in particular the log-transformed response time values) were analyzed in Generalized
Linear Mixed-Effect Models (Baayen et al., 2008; Pinheiro and Bates, 2000) with subject
and items as random effects and prime type (TRAP, DRESS, KIT, control; treatment coding)
as a fixed effect. For the accuracy analysis, we calculated a Mixed-Effect Logit Model
(Agresti, 2002; Breslow and Clayton, 1993). Mixed-Effect Logit models provide a relatively
new extension to Generalized Linear Logit Models. They allow for the inclusion of random
effects and are less likely to yield spurious effects (Jaeger, 2008). In this model, we found an
effect of prime type DRESS (Wald-z = −2.30, p < 0.05), reflecting higher error rates for the
DRESS primes compared to the control condition (Table 1). The effect of prime type KIT
showed a trend in the same direction (Wald-z = −1.86, p = 0.06), similarly reflecting higher
error rates for the KIT primes compared to the control primes.

For the response time analyses, we additionally removed outliers with more than 2.5 SD
from the mean (which amounted 8.5% of the data points). There was a main effect of prime
type (F(3,747) = 3.76, p < 0.05), reflecting significant longer latencies in the control than in
the TRAP vowel condition (t = −2.20, p < 0.05). The DRESS and KIT vowel condition did
not differ significantly from the control condition (ts < 1, n.s.; cf. Table 2 and Figure 5).
Note that the same analysis without outlier exclusion yielded very similar results (shorter
latencies in the TRAP vowel condition than in the control condition [t = −2.01, p < 0.05];
similar latencies in the DRESS [t = 0.4, p = 0.69] and KIT vowel condition [t = 0.48, p =
0.63], compared to the control condition)

In order to assess potentially confounding and extraneous factors, we determined the best-fit
mixed-model for response times through model comparison and criticism using a method
parallel to that employed in multiple regression analyses (cf. Crawley, 2005) with the
alternative fixed effects phonemic length of prime, phonemic length of target, frequency of
prime, and frequency of target (COBUILD log frequencies from CELEX, Baayen et al.,
1995, cf. Appendix 1 & 2). Note that the motivation of including frequency measures for
both the prime and the target was based on the assumption that apart from the attested
frequency effect on targets (Forster, 1999), lexical decision times could also be affected by
frequency differences of the preceding primes, albeit in a different way. In general, we were
interested in how far these measures (including prime and target frequency) would correlate
with lexical decision times on the targets.

As a result of our model selection procedure, the best-fit model included the random effects
subject and item and the fixed effects phonemic length of target and frequency of target in a
fully factorial design. This model revealed no main effects of phonemic length of target or
frequency of target (ts < 2, n.s.). Only the interaction phonemic length of target x frequency
of target was significant (t = 6.57, p < 0.05). In particular, for low frequency targets,
response times were faster with increasing target length.

We finally calculated a correlation analysis between response latencies and acoustic
distances for a subset of the data. Acoustic distances were based on Euclidean distances
between the prime variant vowels (KIT, DRESS) and the TRAP vowel. The rational of this
analysis is that exemplar models would predict a positive correlation between response
latencies and distances, with longer latencies for vowel variants further away from the
TRAP vowel. Such variants would be less probable exemplar tokens and should prolong
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category access. Similar to previous findings, this correlation was not significant and
actually showed a trend in the opposite direction (r = −0.05, t = −1.07, p < 0.2).

In sum, the results of this study showed

a. less accurate lexical decisions for primes whose stem vowel deviated from the stem
vowel of the semantically related prime (i.e. KIT or DRESS vowel instead of
TRAP vowel)

b. faster response latencies only in the TRAP vowel condition (i.e. for the
semantically related primes)

c. no significant correlations of latencies with other acoustic or lexical measures

These findings are discussed in more detail in the next section.

4. Discussion
4.1. Support for underspecified representations

The experiment reported here provides an important extension of the study by Author and
Author (2010) and provides additional evidence for a particular kind of vowel
representations that determine how vowel variants can be mapped onto underlying
categories. As in the previous study, this experiment consisted of a modified auditory
semantic priming paradigm, including – aside from semantically related prime-target pairs
(e.g. pack-load) – variants of the primes that crossed a category boundary (e.g. peck-load).
With this design, we wanted to test whether a deviance in the respective prime vowel would
still yield significant target priming. We expected that this is only possible if the differing
vowel is accepted as a variant of the vowel in the semantically related prime. This should
result from a comparison of the variant prime vowels (e.g. in peck) with the phonological
representation of the semantic prime vowel (e.g. pack). Based on the previous comparison
between NZE and AE listeners in Author and Author (2010), the phonological
representation of the TRAP vowel seems to be dialect-dependent and can account for the
observed priming pattern.

Importantly, this study adds further evidence that the phonological, but not the phonetic
representation determines the acceptance of vowel variants. This can be concluded from
both the accuracy as well as the reaction time data.

Accuracies were significantly lower in the DRESS vowel condition and showed a trend to
be lower in the KIT vowel condition than in the control condition. This suggests that lexical
decisions were somewhat more difficult for the two conditions in which the stem vowel
minimally differed from the stem vowel of the semantically related prime (with the TRAP
vowel). We hypothesize that participants were uncertain whether or not to accept the KIT
and DRESS vowels as variants of the TRAP vowel. Perhaps, this uncertainty was transferred
onto the corresponding lexical decisions.

Reaction times showed that only semantically related primes facilitated the lexical decision
latencies for their respective targets. Primes with the DRESS and KIT vowels (e.g. peck,
pick) did not elicit significant priming (Figure 5, right). In fact, the pattern paralleled the
outcome of the Author and Author (2010) study for NZE stimuli and AE listeners (Figure 5,
middle). Note that the phonetic realization of the DRESS vowel in NZE corresponds to the
realization of the KIT vowel in AE, while the realization of the KIT vowel in NZE is close
to the realization of the DRESS vowel in AE (although more centralized in the vowel
space).
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Considering all three experiments - i.e. the two experiments of Author and Author (2010)
and the experiment reported here - exemplar models cannot fully explain the patterns of
results. While they can account for differences in vowels representations as elucidated
before, and perhaps attribute the significant priming in the NZE pairs peck-load and pick-
load to the inclusion of DRESS and KIT vowel variants in the exemplar set of the TRAP
vowel, they would also expect target response latencies to depend on word frequencies or on
the acoustic distance between variant vowels and the TRAP vowel. Neither of these
correlations proved to be significant in the crucial test conditions of the three experiments.
Furthermore, while fully specified models would be able to account for the pattern of this
experiment, they fail to account for the significant priming if the prime vowel deviates from
the TRAP vowel in NZE. We therefore argue that the overall pattern is only explicable by
referring to differences in underlying phonological representations of the TRAP vowel
between NZE and AE listeners on the basis of underspecified vs. specified vowel height.
Accepted vowel variants are those whose extracted features do not mismatch with the
abstract phonological representation of the vowel in the semantically related target word
(here: TRAP words). We assume that non-mismatching variants of TRAP words co-activate
the respective TRAP word and in turn lead to priming. More precisely, in NZE, accepted
variants of the TRAP word were all those whose vowels did not mismatch with the
underlying representation of the TRAP vowel. Since we assume that this vowel has no
specification for tongue height, neither high nor mid vowels (from KIT or DRESS words)
produced mismatches and equally led to co-activation of the TRAP words. Contrary, in AE,
the TRAP vowel is specified for tongue height, i.e. is [low]. As a result, all (phonetically)
non-low vowels (i.e. KIT and DRESS vowels) mismatched with the TRAP vowel, and
correspondingly, the TRAP word variants could not prime its semantic relative. We
therefore conjecture that long-term memory representations of vowel categories (described
in more detail in Lahiri and Reetz, 2002 and Author and Author, 2010) are rather abstract,
and sparsely specified for their contrasting features.

We acknowledge, however, that the priming pattern observed for the NZE listeners could be
explained by alternative accounts that do not necessarily relay on abstract representations.
For instance, it is conceivable that NZE listeners differ in their degree to rely on vowel
identity from AE listeners in a lexical decision task, because the phonetic realizations of the
NZE vowels show large variability compared to other English varieties1. To exclude
potential task effects that have nothing to do with underlying phonological representations,
future research needs to provide means by which the current pattern can be replicated. In
this regard, an experiment with AE materials given to NZE listeners might be potentially
informative, although one has to bear in mind that NZE listeners would be quite familiar
with AE accents from radio and TV. For the time being, we would like to argue that most
parsimonious approach to optimally account for the observed pattern across the three
experiments is given by the theory of underspecified, abstract long-term representations for
speech sounds, as illustrated above.

4.2. Co-existence of abstract representations and phonetic details
We do not deny the fact that phonetic details play a role during the mapping of an acoustic
speech signal onto its long-term memory representation. Previous research has shown that
phonetic categories have internal structure with access to very detailed acoustic properties
(cf. Allen and Miller, 2001; Miller, 1995). Additionally, a recent study provided evidence
that while AE mid-vowels can be considered unspecified for height, the acoustic processing
of these vowels still uses information relevant to vowel height (Author et al., 2012). The
authors used the short front vowels [ɪ] and [æ] in a passive-oddball paradigm while the brain

1This important aspect was brought to our attention by an anonymous reviewer.
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electric response (Electroencephalogram, EEG) was recorded. In this paradigm, a repetitious
presentation of one (standard) vowel was followed by a single presentation of a rare
(deviant) vowel. This design elicits a typical even-related component in the EEG, the so-
called Mismatch Negativity (MMN) as automatic auditory detection response to change or
violation of rule-based predictions (Näätänen and Alho, 1997; Winkler, 2007). Importantly,
this design has previously been employed to study different kinds of feature-based
oppositions in vowels. Eulitz and Lahiri (2004) showed that an underspecified deviant vowel
elicited an earlier and stronger MMN response if preceded by a more specific standard
vowel than vice versa, i.e. if a more specific deviant vowel was preceded by an
underspecified standard vowel. The assumption of the authors was that a more specific
standard activates a more specific long-term memory representation for which the deviant
represents a severe featural change. This assumption held for the comparison of
underspecified coronal [ø] with specified dorsal [o], suggesting that acoustic information of
coronality was processed in generating the MMN, while phonological information of
coronality was unspecified in long-term memory. In the same vein, Author et al. (2010)
expected to replicate these findings for tongue height oppositions [ɪ] vs. [æ] in American
English. The low vowel [æ] in standard position was assumed to activate a more specific
representation regarding tongue height, and the mid vowel [ɪ] should provide a mismatching
acoustic height information. Vice versa, mid vowel [ɪ] in standard position was thought to
activate an underspecified representation for which the deviant with low [æ] was more
tolerable. Accordingly, the MMN in the former case ought to be of greater magnitude than
in the latter case. This prediction was bourn out by the results of Author et al. (2010),
suggesting that even though mid vowels can be considered less specific in their long-term
representation, acoustic information regarding their tongue height is not completely
neglected in online-processing. This seems to be particularly true for a dense vowel system
as found in AE. In its simplest definition, a dense vowel system is characterized by a high
number of vowel categories within a given acoustic space (typically, the F1–F2 space),
compared to a sparse system with only few vowel categories within the same space. Note
that with respect to the experiment of Author et al. (2010), the experimentally observed
MMN must be composite, combining abstract phonological category information with some
detailed phonetic information.

To that end, the results of this study are partially compatible with exemplar models that
stress the importance of fine-grained information in speech sound and word memory
representations. Importantly, the co-existence of abstract and detailed information in current
models of speech perception and representation is certainly not a neglected assumption (cf.
Goldinger, 2007; Luce and Lyons, 1998; Luce et al., 2003). However, models differ as to
whether they incorporate abstract representation in the model’s architecture (Author and
Author, 2010), or whether they regard abstract information as an emergent property
(Ettlinger and Johnson, 2010; Hintzman, 1986; Luce and Lyons, 1998).

4.3. Exemplar models reconsidered
Previous support for exemplar-like or episodic representations predominantly stems from
behavioral studies (for a review, see Tenpenny, 1995). Some of these studies focus on
participants’ sensitivity of within-category differences (e.g. McMurray et al., 2002;
McMurray and Aslin, 2005). Other studies found that listeners retain non-linguistic
information such as speaker gender, speaking rate and dialect in long-term memory (Church
and Schacter, 1994; Pisoni, 1993; Schacter and Church, 1992). Mullenix et al. (1989)
investigated the identification of English words, comparing a multi-talker condition with a
single-talker condition. They obtained faster and more accurate responses in the single-
talker than in the multiple-talker condition and interpreted these findings as evidence for the
processing of non-linguistic information during speech perception. Similarly, Goldinger et
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al. (1991) and Martin et al. (1989) showed that the recall performance on spoken stimuli is
better if these stimuli are uttered by a single speaker than if they are uttered by multiple
speakers. The same talker-variability effect emerged in the study by Bradlow et al. (1999),
where the recognition accuracy of a spoken word was worse if it was repeated in a different
voice than if it was repeated by the same voice. The effect of talker variability on speech
perception led to the proposal that rather than normalizing the incoming speech signal,
listeners directly map the acoustic percept onto very detailed lexical representations which
are indexed for many non-linguistic factors (Johnson, 1997, 2006). Lexical representations
are considered remembered exemplars or episodes with full phonetic details, which are
consistently updated through experience. Since memory capacities are limited, not every
encountered speech percept can be retained in long term memory and eventually decays if
its occurrence is too infrequent (Pierrehumbert, 2001).

4.4. Integrative view
While studies seeking support for an exemplar-based lexicon suggest that extra-linguistic
knowledge is based on implicit memory, it is not a necessary consequence to assume that
these extra-linguistic properties are part of the concrete sound-meaning pairings in the
mental lexicon. Even though non-linguistic variation in speech sounds can influence lexical
access, it is important to ask at what stage of lexical processing and under which
circumstances these factors play a role. For instance, although Goldinger (1996) replicated
the speaker effect in a speeded classification task, he found a higher accuracy for the same
voice in subjects’ responses only for shallow levels of processing. The same-voice
facilitation was less effective if participants had to engage deeper processing levels
including access to syntactic category information. McLennan and Luce (2005) analyzed the
extra-linguistic factors “speech rate” and “voice” in several long-term repetition priming
experiments with lexical decision. Their results suggest that indexical variability (slow vs.
fast speech, same vs. different voice) influences spoken word perception only when
processing is slow and effortful. Differences between the processing of linguistic and extra-
linguistic information were also found by Schweinberger and colleagues (Schweinberger,
2001; Schweinberger et al., 1997). Their findings suggest that speaker identification takes
place at a different processing stage than phoneme recognition during speech recognition.

In sum, facilitating effects through extra-linguistic properties in priming experiments is not
necessarily direct evidence for exemplars, but rather suggests that extra-linguistic properties
might exert certain influences on speech perception at particular levels of processing. In this
regard, neurophysiological and imaging research provides important counter-evidence for a
very strong view of exemplar theory where linguistic (contrastive) and extra-linguistic
(speaker-related) information is tightly interwoven. For instance, the research of Stevens
(2004) showed that the neural systems for the memory of voices are different from those
subserving word-recognition. Using fMRI, effects related to the processing of words
involved left frontal and bilateral parietal cortical areas, whereas the processing of speaker
voice was mainly visible in left temporal, right frontal and right medial parietal areas.
Similar support for dissociable neural systems for words and voices, and in general, for
dissociable subsystems for abstract linguistic versus specific extra-linguistic information has
been provided by several neuroimaging studies (e.g. Formisano et al., 2008; Kreiman and
van Lancker, 1988; Marsolek, 1999). Recently, Gonzalez and McLennan (2007) found that
talker identity mismatches in spoken word recognition (specificity effects) affect the
cerebral hemispheres differently. In particular, their long-term repetition experiments
showed that there were specificity effects when stimuli were presented to the left ear but not
when they were presented to the right ear. This means that the speaker identity had an
influence for the right cerebral hemisphere, but not for the left hemisphere, supporting the
view that extra-linguistic information is processed predominantly in the right hemisphere.
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Thus, the overall evidence for a particular kind of exemplars where linguistic and extra-
linguistic properties are tightly interwoven into very detailed and specific episodic
representations is rather weak. Linguistic core representations in the brain are spatially
dissociable from extra-linguistic properties, while the latter properties may influence and
affect linguistic processing early on. Several ERP studies have shown that speaker voice
attributes modulate early ERP components, suggesting that these attributes play an
important role at early stages of speech perception (Beauchemin et al., 2006; Charest et al.,
2009; Kreiman et al., 2005; Schweinberger, 2001; Titova and Näätänen, 2001). We therefore
suggest that pure linguistic representations can be motivated by the fact that they are
separable from non-linguistic representations at specific levels of processing, and at the level
of cortical localization. We propose abstract long-term memory representations for vowels
and presented evidence for such representations if targeting processing levels above pure
acoustic discrimination. Exemplar models may better characterize processes at lower levels
of processing where fine-grained acoustic information is vital. The challenge for future
research is to link or to extend abstract models in a way that they can account for both
specificity and categorical effects (e.g. hybrid models). We believe that the FUL model is a
promising candidate in this respect, because it embraces both levels of processing in its
architecture and its assumption regarding the mapping of acoustic information onto long-
term (abstract) memory representations.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Highlights

• American English is restrictive in height variation of front vowels

• This contrasts with New Zealand English with a front vowel shift

• Abstract vowel representations can account for both findings

• Sparse and detailed representations depend on the level of processing
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Figure 1.
Comparison of different representational models regarding the toleration of a mid vowel
variant that crosses a categorical boundary. Left: Exemplar models include vowel variants
directly in the exemplar sets, and the mapping can occur directly. Middle: Fully specified
featural models have to stipulate a licensing rule that would allow a low vowel to be
interpreted as a mid vowel. Right: The underspecified featural model can directly map a low
vowel onto the underspecified representation of a mid vowel.
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Figure 2.
NZE short front vowel shift. Locations of the AE vowels are given in black, while the
endpoints of the shift in NZE are shown in grey.
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Figure 3.
Phonetic realization of experimental stimuli in Author and Author (2010) [NZE] and this
study [AE]. The top part shows the location of the vowels from monomorphemic English
nouns in the F1/F2 space. The bottom part illustrates the assumed phonetic and phonological
categorizations. Lexical set labels are given in order to compare the categories across
dialects. Accepted variants (shaded in grey) are determined on the basis of feature
agreements (NZE) that are absent when the phonological representation has a specification
for tongue height (AE).
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Figure 4.
Experimental design of auditory semantic priming. Primetype refers to the lexical set by
which the vowel in the prime words is described. The control condition comprises a prime
without any relation to the target.

Scharinger and Idsardi Page 26

Lingua. Author manuscript; available in PMC 2015 February 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 5.
Amount of priming in the three vowel conditions (difference between reaction times in
control and vowel conditions), compared to the Author and Author (2010) findings. Error
bars indicate standard errors of the mean.
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Table 1

Mixed-Effect Logit Model on accuracy, using treatment coding for the fixed effect condition with the control
condition (unrelated) as reference. The dependent variable is dichotomous with y=1 (correct) and y=0
(incorrect).

Fixed Estimate Std. Error z value p(>|z|)

(Intercept) 3.9176 0.4457 8.789 0.0000

Prime Type: TRAP 0.4104 0.4906 0.837 0.4028

Prime Type: DRESS −0.9117 0.3956 −2.304 0.0212

Prime Type: KIT −0.7434 0.4001 −1.858 0.0632
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