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ABSTRACT

Untreated human immunodeficiency virus (HIV) infection is characterized by depletion of CD4* T cells, ultimately leading to
the impairment of host immune defenses and death. HIV-infected CD4* T cells die from direct virus-induced apoptosis and
CD8 T-cell-mediated elimination, but a broader and more profound depletion occurs in uninfected CD4™" T cells via multiple
indirect effects of infection. We fit mathematical models to data from experiments that tested an HIV eradication strategy in
which five macaques with a proportion of CD4" T cells resistant to simian-human immunodeficiency virus (SHIV) entry were
challenged with SHIV89.6P, a highly pathogenic dual-tropic chimeric SIV-HIV viral strain that results in rapid loss of both
SHIV-susceptible and SHIV-resistant CD4™" T cells. Our results suggest that uninfected (bystander) cell death accounts for the
majority of CD4" T-lymphocyte loss, with at least 60% and 99% of CD4™" T cell death occurring in uninfected cells during acute
and established infection, respectively. Mechanisms to limit the profound indirect killing effects associated with HIV infection
may be associated with immune preservation and improved long-term survival.

IMPORTANCE

HIV infection induces a massive depletion of CD4" T cells, leading to profound immunodeficiency, opportunistic infections,
and eventually death. While HIV induces apoptosis (programmed cell death) by directly entering and replicating in CD4* T
cells, uninfected CD4* T cells also undergo apoptosis due to ongoing toxic inflammation in the region of infection. In this paper,
we use mathematical models in conjunction with data from simian-human immunodeficiency virus SHIV89.6P infection in ma-
caques (a model of HIV infection in humans) to estimate the percentage of cell death that occurs in uninfected cells during the
initial period of infection. We reveal that the vast majority of cell death occurs in these cells, which are not infected. The “by-
stander effects” that lead to enormous reductions in the number of uninfected CD4™" T cells may be a target for future interven-

tions that aim to limit the extent of damage caused by HIV.

H uman immunodeficiency virus (HIV) infection causes a de-
cline in CD4"* T cells that ultimately leads to loss of host
cellular immune defenses and death in the absence of antiretrovi-
ral therapy. HIV replication is known to exert a direct lethal effect
on CD4™ T cells (1, 2, 3, 4). Protease generation of Casp8p41 and
an integrase-mediated DNA damage response are important
mechanisms that initiate apoptosis of HIV-infected cells (5, 6). In
addition, CD8 T cells exert contact-dependent death of HIV-in-
fected cells. However, there are multiple other indirect mecha-
nisms that kill both infected and uninfected, or bystander, CD4™
lymphocytes during untreated infection (7, 8, 9, 10). HIV-in-
duced inflammation leads to massive apoptosis in gastrointesti-
nal-associated lymphatic tissue and microbial translocation,
which in turn induce more CD4 " T-cell activation and death (11,
12,13). HIV envelope glycoprotein 120 induces expression of pre-
apoptotic membrane-bound and -soluble factors, such as Fas, Fas
ligand, and tumor necrosis factor alpha (14, 15, 16). HIV proteases
cleave host proteins into cellular mediators of apoptosis, and HIV
induces an accumulation of incomplete reverse transcripts, lead-
ing to a proapoptotic response (17). While less than 1% of CD4™
T cells are infected during chronic infection (18, 19), CD4™ T-cell
turnover is approximately 2 to 6 times more rapid in infected than
uninfected people (20, 21, 22), suggesting a high rate of CD4*
T-cell death due to bystander-mediated killing (23). Yet, the pro-
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portion of cells killed by direct viral infection versus indirect ef-
fects remains unknown.

We applied mathematical models to data from experiments
testing an HIV eradication strategy in which macaques with a
known proportion of CD4" T cells resistant to simian-human
immunodeficiency virus (SHIV) entry were challenged with
SHIV89.6P, a highly pathogenic virus that results in rapid and
irreversible depletion of CD4™ T cells (24, 25, 26, 27). Our model
predicted the viral load as well as total populations of infected and
uninfected CD4+ cells throughout the course of a SHIV infection.
We also identified that the majority of CD4™ T-cell death during
peak viremia and following establishment of viral load steady state
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FIG 1 (A) SHIV RNA trajectories in plasma for the five macaques. (B) Total CD4 T-cell trajectories in plasma for the five macaques. (C to E) Unmodified and
modified populations of CD4™ T cells for the three experimental animals (E1 to E3). (C) E1 had 10% modified cells prior to infection; (D) E2 had 17% modified
cells prior to infection; (E) E3 had 55% modified cells prior to infection. This research was originally published in Blood (2) and is reprinted here with permission

from the publisher, the American Society of Hematology.

is due to indirect viral killing, with an overwhelming majority of
cell death occurring in uninfected cells.

MATERIALS AND METHODS

Gene modification protocol for SHIV eradication. Hematopoietic stem
cells (HSC) from five pigtail macaques were harvested and transduced
with alentiviral vector expressing either green fluorescent protein (GFP™)
only or GFP and a SHIV fusion inhibitor, mC46. This inhibitor is a short
peptide that corresponds to a 46-amino-acid sequence of gp41, which has
previously been shown to potently inhibit HIV and SHIV viral entry when
fused to a membrane anchor (mC46) and expressed on the surface of
susceptible CD4™ T cells and other HSC-derived target cells (28). In ad-
dition, an in vivo chemoselection cassette was included in both control
and mC46 coding lentiviral vectors to permit selection of gene-modified
cells following infusion of genetically modified HSCs. All animals received
total body radiation and were then transplanted with these modified
HSCs. Two control macaques (C1 and C2) received an autologous trans-
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plant with HSCs expressing GFP but not mC46. The other three experi-
mental macaques (E1, E2, and E3) were transplanted with HSCs that
expressed GFP and mC46. Following transplant, HSCs naturally differen-
tiated to CD4™ T cells.

All animals were engrafted with gene-modified cells, and the percent-
age of GFP-expressing CD4™ T cells was serially recorded. We assumed
that the numbers of GFP-expressing CD4™ T cells in the experimental
groups were equal to the number of mC46-expressing cells. Just before
virus inoculation, 10%, 17%, and 57% of the respective CD4™ T cells in
animals E1, E2, and E3 were modified. All monkeys were challenged with
SHIV89.6P. Animals C1 and E2 received a challenge dose (50 50% tissue
culture infective doses [TCID]) that was five times greater than the dose
the other animals (10 TCIDs,,). See reference 27 for full details of this part
of the experiment.

Figure 1A and B shows plasma viral loads and total CD4" T-cell
counts recorded over the first 10 weeks of infection. All monkeys exhibited
a stereotypical viral load trajectory, with an observed peak occurring at
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day 10 (C1 and E2) or at day 14 (C2, El, and E3) after infection. All
monkeys had similar exponential viral growth (Fig. 1A), but this growth
was delayed by 2 days in monkeys that received a lower challenge dose (C2,
El, and E3). The percentage of modified cells at the time of SHIV inocu-
lation correlated negatively with viral load at day 60.

An initial decrease in total CD4™" T-cell counts was observed in all of
the animals (Fig. 1B), although this decrease was less pronounced for the
monkey with a higher proportion of modified cells (E3, with 55% modi-
fied cells). Figure 1C to E shows the unmodified and modified populations
of CD4™ T cells for the three experimental animals: unmodified CD4™ T
cells experienced a sharp decline during peak viral load followed by a
recovery. Modified CD4™ T-cell populations also exhibited a substantial
decline at peak viremia, though the monkey with the most modified cells
(E3) exhibited the least substantial decrease (Fig. 1E; see also Fig. S1 in the
supplemental material). The percentage of modified cells at time of SHIV
inoculation correlated positively with plasma CD4 ™ T-cell count at day
60, and gene-modified cells predominated at day 60 in animal E3. Similar
patterns of CD4™ T-cell depletion were observed in all tissues examined,
including colon, duodenum, auxiliary lymph nodes, and peripheral blood
(see Fig. S2 in the supplemental material) (27).

Mathematical models. We hypothesized that these observations
could represent either incomplete effectiveness of the mC46 SHIV fusion
inhibitor or indirect effects of infection leading to bystander-mediated
CD4™" T-cell death. We therefore constructed competing mathematical
models to consider these effects. The modeling core structure of “the
incomplete efficacy model” (model 1 [see the Appendix]) was adapted
from previous models of viral dynamics (29, 30, 31, 32). Briefly, the model
consists of 5 differential equations describing the dynamics of unmodified
target cells (T), modified target cells (M), infected target cells (I,,), infected
modified target cells (I,,,), and free virus (V). Both infected cell popula-
tions die at a rate of 8 and produce k viral particles per cell. Virus is cleared
at rate ¢ (in days~'). Susceptible modified and unmodified CD4™ T cells
follow logistic growth in the absence of infection, with a carrying capacity
of T, (the maximum number of CD4 ™ T cells recorded pre- and postin-
fection) and become infected with an infectivity of . We assumed that
modified cells could still become infected but that the rate of infection
would be reduced by (1 — 6), where 6 is the efficacy of the SHIV fusion
inhibitor. Parameter 6 served as a fitting parameter for all simulations.
Data from in vitro experiments and our macaque study (Fig. 2) demon-
strated nearly complete elimination of SHIV/HIV entry into gene-modi-
fied cells (24, 25, 26), suggesting that the value of 6 should be >99%. We
considered a much wider window for this parameter and allowed it to be
as low as 90%. Hence, we concluded that any model where 0 is forced to
take on a low value (<0.90) is unlikely to be a valid approximation of
infection. It is important to note that while mathematical models com-
partmentalize cells into infected and uninfected, it might be challenging to
measure the varying states of cell death in an in vivo model. Here, however,
we fit the models to absolute numbers of CD4™ T cells concurrently with
viral load, therefore avoiding variables associated with various stages of
cells death.

In the “indirect effects model” (model 2 in the Appendix), we encom-
passed all mechanisms by which a cell might undergo programmed cell
death as a result of the SHIV/HIV infection under a single new term, and
we assumed that these effects are proportional to the amount of virus
presentin the system (with the proportionality constant a), with this effect
saturating with constant n. Complete model descriptions and equations
are presented in the Appendix.

Our goal was to fit our models to viral load and CD4™ T-cell counts
concurrently, which required considering these variables on equivalent
scales. Viruses are highly diffusible particles that are likely to exist at rela-
tively equivalent concentrations within tissues and blood during chronic
infection, whereas lymphocytes traffic in and out of lymphatic tissues
where they exist in higher concentrations than in blood. Hence, we as-
sumed that a proportion, p, of SHIV measured in peripheral blood is
produced by CD4™ T cells in blood, while (1 — p) of SHIV in blood is

3204 jviasm.org

A
30-
E 4
8 Hl Cont.
E B mC46
S 204
o
-]
w
3
5 10
£
©
o
0-
N Gl (¢4
<& Q&q’ &
0" o‘o
(@) *’b
Lineage
B ‘
5 N . Grp
@
z 1 N GFP
: » 10¢
338 .0
10
®
35 % 102
e
o
> 10
o
100
AN
& w©
o°& @0

Subset

FIG 2 mC46 expression potently inhibits infection of primary cells both in
vivo and in vitro. (A) Primary CD4" T cells, macrophages, and monocyte-
derived dendritic cells (MDDCs) were incubated for 4 h with SHIV89.6 Env-
pseudotyped, replication-deficient reporter virus encoding luciferase (2 ng
p24). Cells were washed and cultured for an additional 3 days in appropriate
medium for each cell type. Cells were lysed in passive lysis buffer, and luciferase
activity was detected using a luminometer. A minimal increase was observed in
mC46-expressing CD4™ T cells (1.1-fold), macrophages (1.09-fold), and
MDDCs (1.12-fold). (B) The proviral DNA copy number was determined
following sorting of GFP™ and GFP~ CD4™ T cells isolated from peripheral
blood of SHIV89.6-infected macaques. Values were adjusted to the number of
proviral DNA copies per 10° CD4™ T cells. This research was originally pub-
lished in Blood (2) and is reprinted here with permission from the publisher,
the American Society of Hematology.

produced by CD4™ T cells in tissue. As the balance of CD4™" T cells be-
tween blood and tissue may vary between macaques, we estimated the
proportionality constant p as an unknown parameter for each monkey.

RESULTS

Superiority of the indirect effects model. We fit each monkey
separately with 7 unknown parameter values (see Table S1 in the
supplemental material) and compared the competing models
with nonlinear least-squares and Akaike information criteria
(AIC) (33) (see the Appendix). There was a better model fit with
the indirect effects model than the incomplete efficacy model (see
Fig. S3 and S$4 and Table S2 in the supplemental material). More-
over, the indirect effects model accurately reproduced the rank of
viral loads, total CD4™ T- cell count, and gene-modified CD4*
T-cell count between monkeys at day 60 (see Fig. S5 in the supple-
mental material). Model 1 had lower AIC scores for the control
animals (see Table S2), but its oscillatory behavior makes it an
unrealistic biological approximation of the data (see Fig. S4). With
the indirect effects model, we identified a good overall fit to viral
load and total CD4™ T-cell count as well as susceptible and mod-
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TABLE 1 Individual estimated parameters for the indirect effects model”

CD4™" T-Cell Depletion during SHIV89.6P Infection

Parameter estimate

Animal p a B d k n 0

E1 (10% modified) 1.62e—02 5.59e—01 5.82e—09 1.39e—01 3.61e+02 2.49e+04 9.97e—01
E2 (17% modified) 1.92e—02 5.55e—01 3.63e—09 1.64e—01 6.83e+02 1.06e+04 9.93e—01
E3 (55% modified) 9.63e—03 5.07e—01 3.40e—09 4.09e—01 5.42e+02 1.54e+03 9.96e—01
C1 1.26e—02 6.29e—01 9.00e—09 2.83e—01 4.20e+02 1.88e+05 NA

C2 8.96e—03 6.85e—01 2.15e—09 3.16e—02 5.03e+02 2.77e+04 NA
Mean 1.33e—02 5.87e—01 4.80e—09 2.05e—01 5.02e+02 5.05e+04 9.95e—01

“NA, not applicable.

ified CD4™ T cells, although the model overestimated the total
CD4™" T-cell set point for one macaque, C2 (see Fig. S3). Only the
indirect effects model produced sharp declines in gene-modified
target cells while predicting realistic ranges for parameter 6 (range,
0.993 to 0.999). In contrast, the incomplete efficacy model failed
to reproduce key elements of the data (for example, viral load set
point), unless the parameter 6 was allowed to have unrealistic
values (0.70 < 6 < 0.90). Regardless of the value of 6, the incom-
plete efficacy model failed to reproduce dynamics of modified
target cells (see Fig. S4).

With the indirect effects model, we estimated that 1.33%
(range, 0.89% to 1.62%) of SHIV measured in blood is from
CD4" T cells in blood versus tissue. The mean burst size (k =
5.02 X 10> RNA copies cell "' day™'), mean infection rate (B =
4.8 X 1072 ml RNA copies™ ' day~ '), and mean infected cell death
rate (§ = 2.05 X 107" day ') were consistent with previous hu-
man and macaque studies (34, 35, 36, 32, 37, 38, 39, 40, 41). The
value for the mean saturation rate n was found to be 5.05 X 10*
RNA copies ml™', implying a relatively high viral load threshold
for the indirect effect to saturate. Parameter values were relatively
preserved across the 5 monkeys (Table 1). We performed sensitiv-
ity analysis by starting the optimization routines under several
(=100) different initial conditions and selected among them
those parameter sets considered viable solutions. This analysis
showed that our model choice and estimates were robust, per-
forming better than the other models considered (see Fig. S6 to
S10 in the supplemental material; see also the Appendix).

The indirect effects model is also predictive. To address the
small sample size of our study, we investigated the ability of the
model to predict viral load and CD4" T-cell dynamics in 4 ma-
caques, based on parameter results from model fitting to a single
experimental macaque. To this end, we fit the model to a single
macaque (E1) with 7 unknown parameters. For the remaining 4
macaques, all parameter values were carried forward except for a
single parameter that was most likely to vary the most between
macaques (the proportion of SHIV produced by CD4™" T cells in
blood versus tissue, parameter p) and was fit in all predictive sim-
ulations. The possible variability in this parameter was highlighted
by different blood levels of plasma CD4" T-cell counts in the
monkeys prior to infection (Fig. 1B).

The prediction model successfully reproduced viral load, as
well as modified and unmodified CD4™ T-cell trajectories (Fig. 3).
It was also able to recapitulate other relevant features of the data.
First, at 60 days postinoculation, the viral load set point inversely
correlated with the preinfection percentage of modified cells (Fig.
4A), although this effect was more pronounced when all parame-
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ters were allowed to vary between monkeys (see Fig. S5 in the
supplemental material). Second, the total CD4" T-cell count set
point correlated with the preinfection percentage of modified cells
(Fig. 4B). Third, unmodified CD4" T cells followed a sharp de-
cline during peak viral load in all macaques (Fig. 3, second row).
Fourth, modified CD4™ T cells exhibited a decline during peak
viral load, and this decline was inversely correlated with the num-
ber of modified cells (Fig. 4C). Modified and unmodified cells
again exhibited replenishment following initial decay (Fig. 3, sec-
ond and third rows). Similar results were obtained when the
model was fit to any of the five monkeys in order to predict viral
load and CD4™ T-cell trajectories in the other 4 monkeys (see Fig.
S11 and Table S3 in the supplemental material).

Most CD4* T-cell death during SHIV infection occurs in un-
infected cells. We next investigated the differential contributions
in cell death of indirect versus direct effects. In our model simu-
lations, any susceptible (modified or unmodified) CD4™ T cell
could theoretically be removed from its respective compartment
by becoming infected or by dying from indirect effects (bystander
death). Once infected, a cell could either die from indirect effects
or direct infection. Hence, we compared two measures to quantify
cell death: the proportion of cell death attributable to indirect
effects versus direct infection and the proportion of cell death
occurring in uninfected versus infected cells.

Figure 5A shows modeled death rates for indirect effects (in
both uninfected and infected cells) versus direct effects (infected
cells only). The direct effect of viral infection follows the trajectory
of viral load, with a rise during acute infection and a sharp decline
afterwards. Our model suggests that the maximum percentage of
cells killed from direct effects varied from 2% (E3) to 10% (C1)
during acute infection. By 20 days postinfection, the indirect ef-
fects accounted for over 99% of the cell death, with limited differ-
ence across animals (Fig. 5B). A similar pattern was observed even
among infected cells, where over 80% of cell death in this group
was due to indirect effects (see Fig. S12A in the supplemental
material). These results suggest that the indirect effects, once es-
tablished during acute infection, are overwhelming and persist
throughout with little variability across animals.

Furthermore, our results suggest that uninfected (bystander)
cell death accounts for the majority of CD4™ T-lymphocyte loss
during SHIV infection. During peak acute infection, between 18%
and 44% of total cell death occurred in infected cells, with the
lowest percent occurring in the animal with the highest percentage
of gene-modified cells (E3). However, for all the animals, less than
1% of total cell death occurred in infected cells during the chronic
phase of infection (Fig. 5C). Finally, we evaluated the fate of sus-
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FIG 3 Best-fit trajectories and experimentally observed data for the experimental and control animals. The indirect effects model (model 2; see the Appendix)
was fit with 7 unknown parameters for experimental animal 1 (E1). All parameter values were then carried forward except for a single parameter (the proportion
of SHIV produced by CD4™ T cells in blood (p). This unique parameter was fit to the data of the other 4 animals. (A to C) Data for E1, which had 10% modified
cells prior to infection. (D to F) Data for E2, which had 17% modified cells prior to infection. (G to I) Data for E3, which had 55% modified cells prior to infection.

(J to K) Data for control animal 1 (C1). (L to M) Data for C2.

ceptible unmodified target cells on a per cell basis and identified
that the transition rate from the susceptible to infected compart-
ment was less than the transition rate from susceptible to death
from indirect effects (Fig. 5D). Moreover, the transition rate from

the susceptible to the infected compartment reached a sharp peak
during acute infection but then declined considerably. Our model
simulations predict that during acute infection, around 30% of
total CD4™" T cells will be infected, but less than 1% of these cells
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removal per cell for susceptible cells.

are infected during the chronic phase (see Fig. S12B and C in the
supplemental material). This is in agreement with previous work
showing similar percentages of infected cells during acute infec-
tion (42) and showing that during chronic infection very few in-
fected cells are detectable in the periphery (3, 18, 19).

Models with immunity. HIV and SHIV dynamics are ex-
tremely complex, based on the fact that a bidirectional relation-
ship occurs between the virus and its target cells, which are directly
involved in the immune response against viral infections. Indeed,
viral loads decreased after day 60 in the macaques in this study,
with the highest CD4" T-cell counts (27). In the above models, in
order to avoid overparameterization of the model, we excluded
analysis of data beyond day 60 and did not consider the effect of
the immune response. To ascertain whether inclusion of immu-
nity might improve model fit to data from the first 60 days of
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infection, we tested the indirect effects model against several mod-
els that incorporated immunity. The first immunity model as-
sumed a delayed immune response, phasing in gradually between
days 14 and 18 postinfection, when an immune response to HIV-
infected cells is typically evident (43, 44, 45). We allowed the im-
mune response to act by decreasing the infectivity, decreasing the
burst size of the virus, or increasing the death rate of infected cells.
This model was tested against the data both with (model 3 [see
Appendix]) and without (model 4 [see Appendix]) the indirect
effects.

Inclusion of the immunity term in the absence of the indirect
effects term resulted in poor model fit in all 5 macaques (Fig S13).
When the indirect effects term was included, the fit approximated
that of the indirect effects model without immunity (Fig S14).
However, AIC scores were superior in the model without immu-
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nity (Table S2), owing to the added parameters and complexity of
the immune model. These results imply that indirect effect are
critical for explaining viral and CD4* T-cell dynamics early dur-
ing infection, and that immune mediated protection might have a
role in determining viral and CD4" T-cell set point as well.

Finally, we considered a different immunity model based on
information reported in reference 36; this model added a term to
the infected cell equation to account for the removal of infected
cells in a density-dependent fashion (model 5 [see Appendix]),
but the fit to the data was poor and failed to demonstrate the sharp
decline of modified cells after peak viremia (see Fig. S15 in the
supplemental material).

DISCUSSION

Mathematical models have provided critical estimates of rapid
replication and clearance of HIV in the body, resulting in impor-
tant implications for therapy and drug resistance (29, 46, 47, 32,
48, 49). We propose that a key omission in models to date is the
indirect killing effect that SHIV or HIV is likely to have on CD4™
lymphocytes. While these effects were impossible to quantify
based on lack of available technology to follow a population of
SHIV- or HIV-resistant target cells, our current data set indicates
that CD4™ T cells, which are rendered resistant to SHIV infection,
undergo a sharp decline a few days after viral load peaks during
primary infection.

We constructed a mechanistic, mathematical model that was
able to recapitulate the viral load and CD4" T-cell trajectories
concurrently in any of the five animals and then predict analogous
trajectories in the other animals. Our results suggest that the rapid
decline in both susceptible and resistant CD4 " T cells during peak
viremia is due to indirect effects of infection. Furthermore, the
majority of cell death occurring during steady-state SHIV viremia
is due to these indirect effects, with over 99% of cell death occur-
ring in uninfected cells.

Previous work analyzing lymph nodes in HIV-infected chil-
dren and SIV-infected macaques showed that apoptosis occurred
primarily in uninfected CD4™ T cells (50). Recent cross-sectional
evaluations suggest that 95% of the dying cells in lymphoid tissue
are uninfected and that their death results from abortive HIV
infection, where the virus enters the cell but is not able to replicate
(17). Our results are in alignment with an increasing body of lit-
erature suggesting that the role of bystander cell death during HIV
infection is much larger than the loss of CD4 " T cells due to direct
infection (12, 51, 52, 53, 54, 55, 56, 57, 58, 59). Furthermore, our
model suggests that over 50% of CD4™" T cells die during acute
infection. This is consistent with previous studies, which demon-
strated that profound CD4™ depletion occurs around peak viral
load (19, 42). However, this is the first time that a quantification of
bystander death has been performed based on modeling of viral
and target cell dynamics rather than single cross-sectional obser-
vations. The model also demonstrates why genetically modified
cells are enriched relative to unmodified cells. Because direct ef-
fects exert a differential effect on unmodified cells, their depletion
is more profound during peak viremia, a trend that continues
upon CD4™ T-cell replenishment.

We acknowledge that other phenomena could contribute to
our observations. In particular, the decrease in the number of
modified CD4" T cells in peripheral blood a few days after virus
inoculation could result in part from CD4" T cells trafficking
from lymph nodes via blood to sites of infection. Our model as-
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sumes that the proportion of CD4™ T cells present in blood is
static. In reality, this proportion may be somewhat dynamic. Vari-
ability in the degree of T-cell trafficking between monkeys could
partly explain why our model was not able to perfectly predict the
viral load and CD4 " T-cell dynamics of each macaque. We dem-
onstrated massive CD4 " T-cell depletion in all observed tissues,
suggesting that peripheral CD4™ T-cell decline is due mostly to
CD4" T-cell death rather than trafficking. Our model may slightly
overestimate the true death rate of infected cells, because cellular
RNA, DNA, and proteins are degraded during late apoptosis, and
these cells may therefore be overlooked with current technologies.
Finally, the number of animals used to fit the model was small,
making our conclusions difficult to generalize. We attempted to
circumvent this issue by using results from a single monkey to
predict outcomes in other monkeys.

Previous work has suggested that survival of CD4™ T cells fol-
lowing acute infection is ultimately critical in containing the virus,
leading to a lower steady-state viral load and better disease out-
comes (60). Our model effectively reproduces key components of
the data with or without early immunity. However, a model that
includes concepts of an immune response would be necessary for
description of infection beyond the early time points studied in
the present work. The steady decline in viral load in macaque E3
after day 30 is also likely to be a result of this response.

Taken together, these observations call for experiments using
this new technology to specifically understand the role of bystand-
er-mediated apoptosis during HIV infection. This could have
considerable implications for new therapies and vaccines. Because
CD4" T cells are central in immunologic control of HIV, any
mechanism to decrease their turnover may provide an important
benefit (61, 62, 63). Even macaques with a very small percentage of
modified CD4™ T cells followed a lower set point than controls
and were able to replenish both compartments of CD4™ T cells. A
therapy targeting bystander-mediated apoptosis could help pre-
serve CD4™ T cells, an effect that could augment other curative
approaches being considered for HIV infection.

APPENDIX

Mathematical models. We performed our analysis with several
competing models. All of them are described by a set of ordinary
differential equations, where T represents the number of suscep-
tible unmodified CD4™ T cells, M represents the number of sus-
ceptible modified CD4™ T cells, I, and I, the number of unmod-
ified and modified infected CD4" T cells, and V represents free
virus. Because all monkeys underwent full-body irradiation fol-
lowed by a stem cell transplant and SHIV challenge, we considered
that CD4™ T-cell proliferation would be the main mechanism for
CD4" T-cell replenishment, and we modeled it with a logistic
growth term, with growth rate X and carrying capacity T,,.,, given
by the maximum number of CD4™ T cells recorded. We also con-
sidered models without a logistic term but with a source term
instead, but the fits were very poor. In all the models, we fixed the
clearance rate c at 23, according to previous estimates (48). We set
\ at 0.5 and the initial number of virus V,, to 107>, This value,
however, didn’t affect the results: modifying V;, by 3 orders of
magnitude gave similar results. We delayed by 2 days the start of
infection (i.e., V, = 0 for the first 2 days) for the animals that
received a lower challenge dose (control 2, experiment 1, and ex-
periment 3 [C2, E1, and E3, respectively]). This was done based on
the observation that the monkeys receiving a lower dose had a

Journal of Virology


http://jvi.asm.org

delay of 2 days in the exponential growth phase compared with
animals control 1 and experiment 2. For all the models consid-
ered, we allowed gene-modified cells to become infected, but the
rate of infection was reduced by (1 — 6), where 0 is the efficacy of
the SHIV fusion inhibitor. The parameter 6 was fit to the data.

Incomplete efficacy model. We wished to investigate if a par-
tially efficacious SHIV fusion inhibitor could be the unique reason
responsible for the experimental results observed. We developed a
basic viral dynamics model based on a target cell limitation model
published previously (29, 47, 32), and we obtained the following
system of equations (model 1):

dT_)\Tl T+M+1I,+1, v

dr T B

dM_)\Ml T+M+1,+1, L 6)aMY

dt Bl Tmax ( )B

dl, _ SV —3lI

dt_B u

dl, _ 1—0)BMV —3I

dr =( )B "

dV—kSI +1 1% 1
dt_ (u m) cv. ()

Indirect effects model. We next developed a model to take into
account bystander-mediated apoptosis due to the indirect effects
of infection. We encompassed all the different mechanisms
(change of growth factors, increase in the death ligands, release of
toxins, etc.) by which a cell would undergo programmed cell death
as a result of the SHIV/HIV infection under a single term. To this
end, we modified the above model to incorporate a term that
accounted for the indirect effects of infection by killing of all types
of cells—modified and unmodified cells, both susceptible and in-
fected—and assumed that this effect is proportional to the
amount of virus present in the system. The equations were mod-
ified as follows (model 2):

T T+M+I,+1,
it —)\T(l— y )—bys—BTV

max

aM ol TEMAEL LY e\aMy
dt T . ( )P
W _ v~ (5 + byo)t

dt_B ( J’S)u

dl.

d—;":(l—e)BMV—(B-Fbys)Im

d—v—kl +1,)—cV 2
dt_ (u m) c ()

where bys = a[V/(V + n)].

Models with immunity. We next compared model 2 with
three models that incorporated an immune response.

(i) Incomplete efficacy with phasing immunity model
(model 3). This model is identical to the incomplete efficacy
model (model 1), with the addition of a delayed immune response
phasing in gradually between days 14 and days 18 postinfection,
when an immune response to HIV-infected cells is typically evi-
dent (43, 44, 45). Since it is not clear how immunity would affect
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the infection process, and hence how to include immunity in our
model, we took an agnostic view and allowed the immune re-
sponse to act by either decreasing the infectivity (3), decreasing
the burst size of the virus (k), or increasing the death rate of in-
fected cells (8) in a linear fashion. Namely, for each possible pa-
rameter, we assumed a value Par, from time of infection up to day
14, a value Par, from day 18 on, and we linearly interpolated
between Par,and Par, between days 14 and 18. This produced the
following system (model 3)

alT_)\S1 T+M+1,+1, v
dr T B
dM_)\M1 T+M+1I,+1, L — 0VeMY
dr T ( )B
dl, _ SV =3I,
dt - B u
dl _ 1—0)BMV — 3L
dv )
— =k3(I, + I,,) — ¢V with
dt
P
a ifr=14
Par, — Par, .
Par = ft + Par, — 3.5Par, if 14 = t = 18
ift =18,
Par,

(3)
for Par = 3, d, or k.

(ii) Indirect effects model with phasing immunity (model 4).
Next, we considered the indirect effects model (model 2) with a
phasing immunity as described above, resulting in the following
model (model 4):

dT T+M+I,+1,

o AT(I - T) — bysT — BTV

max

aM T+M+1I,+1,
E:AM I_T _b)/SM—(l_e)BMV
W _1v— (5 + bys)!
dt - B ( )’5) u
dl,,
= = (1= 0)BMV — (3 + bys)I,,
av
— =k, +1I,) —cV
dt (lt 1) = ¢
where bys = « Vi and
Parl .
ifr=14
Par, — Par, .
Par=q—— —t+ Par, — 3.5Par,if 14 = t = 18
ift =18,
Par,

(4)
for Par = 3, 9, or k.

(iii) Incomplete efficacy with density-dependent immunity
model (model 5). We adapted a model proposed in reference 36 to
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incorporate an immune response in the model that was density
dependent. To do this, we added a saturation function that ac-
counted for the loss of infected cells (both modified and unmod-
ified). That is, the model assumes that the immune response de-
pends on the number of infected cells present in the system, but it
saturates at a threshold (m). The equations describing this model
are the following (model 5):

dl“_)\Tl_TJrM—i-Iu—i-Im arv

dr Tx B

aM gl = TEMAEL ALY Ny

dr T ( )B

dl,

E—BTV*(6+g)Iu

dl

7;“=(1—e)Bz\/ﬂ/—(aJrg)Im

N4 1) — v

dt_ (u m) c (5)
where

I, + I,

§7Y0, + 1,) + m
Parameter fitting. For each model, we fit concurrently to viral
load unmodified CD4™ T cells and modified CD4 " T cells (exper-
imental animals only) on a log,, scale. We attributed equal
weights to each of the quantities fitted. We used nonlinear least-
squares optimization routines in Matlab (The Mathworks). That
is, we minimized the following function:

SLS = 2 (yz _ ylmodel)z

where y; represents the data at time 7 and y,, 4o represents the
numerical solution to the model at time i. Table S1 in the supple-
mental material provides those parameters that were fitted to the
data and those that were fixed. For each model, we started the
optimization routines at several starting points (>>100) to ensure a
wide search in the parameter space, and we collected all the solu-
tions. We assessed the quality of model fits based mainly on three
criteria.

(i) First, we selected solutions that gave the minimum of the
least-squares sum (LSS).

(ii) Second, we selected solutions that were biologically rele-
vant. Based on previous studies (24, 25, 26), we considered that
only models where 8 = 0.9 are biologically plausible. Hence, only
parameter sets with 6 = 0.9 were taken into account.

Since we were interested in capturing the deplenishment and
further replenishment of modified CD4™ T-cell populations, we
selected, for models 2 and model 1 among all the solutions found,
those that satisfied the following condition:

|y0 - ymodell = OSlOg

For each monkey, y, is given by the minimum number of mod-
ified CD4™ T cells recorded over the first 60 days of infection, and
Ymodel 18 the respective numerical value of the model for the mod-
ified CD4™ T cells for that particular day (experimental animals
only).

Out of these solutions, we finally selected the one with the
minimum LSS value. We tried to proceed in an analogous fashion
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for models 3, 4, and 5, but there were no solutions that satisfied
this condition, implying that these models miss the dynamics of
modified CD4™ T cells during acute infection. Hence, for models
3 to 5, we simply selected the solution with the minimum LSS
value.

(iii) Finally, we also computed the Akaike information cri-
terion (AIC) for each model used. We used the corrected AIC
to take into account the small number of data points (33).
Table S2 in the supplemental material gives the AIC for each of
the five models compared when we fitted the data to each indi-
vidual monkey.

Sensitivity analysis. We performed a sensitivity analysis by start-
ing the optimization routines under several (=100) different initial
conditions. We then considered viable “solutions” as those with LSS
of =10 (solutions with LSS of =10 were very far off from the data and
we considered them as being failed results). Figures S7 to S10 in the
supplemental material show the plots for all the sets of parameters
found for the indirect effects model when each monkey was fit indi-
vidually, together with the median parameter set. These figures show
that the solution is robust with respect to the fitting, in the sense that
most of the solutions behaved similarly to the median and to the
“optimal” solution reported in the main text.
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