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Abstract
Metal ions exist in almost half of the proteins in the protein databank and they serve as structural,
electron-transfer and catalytic elements in the metabolic processes of organisms. Molecular
Dynamics (MD) simulation is a powerful tool that provides information about biomolecular
systems at the atomic level. Coupled with the growth in computing power, algorithms like the
Particle Mesh Ewald (PME) method have become the accepted standard when dealing with long-
range interactions in MD simulations. The nonbonded model of metal ions consists of an
electrostatic plus 12-6 Lennard Jones (LJ) potential and is used largely because of its speed
relative to more accurate models. In previous work we found that ideal parameters do not exist
that reproduce several experimental properties for M(II) ions simultaneously using the nonbonded
model coupled with the PME method due to the underestimation of metal ion-ligand interactions.
Via a consideration of the nature of the nonbonded model, we proposed that the observed error
largely arises from overlooking charge-induced dipole interactions. The electrostatic plus 12-6 LJ
potential model works reasonably well for neutral systems but does struggle with more highly
charged systems. In the present work we designed and parameterized a new nonbonded model for
metal ions by adding a 1/r4 term to the 12-6 model. We call it the 12-6-4 LJ-type nonbonded
model due to its mathematical construction. Parameters were determined for 16 +2 metal ions for
the TIP3P, SPC/E and TIP4PEW water models. The final parameters reproduce the experimental
hydration free energies (HFE), ion-oxygen distances (IOD) in the first solvation shell and
coordination numbers (CN) accurately for the metal ions investigated. Preliminary tests on MgCl2
at different concentrations in aqueous solution and Mg2+--nucleic acid systems show reasonable
results suggesting that the present parameters can work in mixed systems. The 12-6-4 LJ-type
nonbonded model is readily adopted into standard force fields like AMBER, CHARMM and
OPLS-AA with only a modest computational overhead. The new nonbonded model doesn’t
consider charge-transfer effects explicitly and, hence, may not suitable for the simulation of
systems where charge-transfer effects play a decisive role.

INTRODUCTION
Nearly 50% of all proteins contain metal ions.1–4 Even if most of them are present in trace
quantities, they are indispensable and play significant biological roles. They interact with
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amino acids, nucleic acids, lipids and carbohydrates, playing a role in a wide range of
biological functions including structural, electron transfer and catalysis.1–14

Molecular Dynamics (MD) simulation is a powerful theoretical tool used to investigate
chemical and biological systems. It provides detailed, dynamic information at the atomic
level. The Particle Mesh Ewald (PME) method is now the de facto standard method used to
calculate the long-range electrostatic energy in periodic boundary simulation cells.15–18 It
calculates the short-range interactions in real space while the long-range interactions are
developed in Fourier space. Importantly, it decreases the time complexity of MD
simulations from O(N2) to O(NlogN) with reliable precision.15–18

A number of potential functions have been designed for metal-ion-containing systems.19–33

For example, Gresh et al. developed the Sum of Interactions Between Fragments computed
ab initio (SIBFA) method19 and studied several Zn-containing proteins.20–23 This method
gave accurate results comparable to the high-level ab intio calculations on which the method
is based. However, the relatively complex parameterization process limits its application in
MD simulations of metalloproteins. Stote and Karplus parameterized the nonbonded model
for the Zinc ion.24 It uses a potential function with an electrostatic term plus a 12-6 Lennard-
Jones (LJ) potential and has been widely used due to its simplicity of form and high
simulation efficiency. It can simulate ligand exchange processes, but in previous research
we found that no ideal parameter set exists that can reproduce different kinds of
experimental properties simultaneously for a broad range of ions. In particular, the
nonbonded model underestimates the interaction between the metal ions and the surrounding
water molecules and traditionally has neglected polarizability.34 Pang developed the cationic
dummy atom approach and preformed several simulations of Zn-containing proteins.25 It
reproduced the experimental structures of two Zn-containing complexes of
phosphotriesterase (PTE). Chillemi and D’Angelo proposed a model with an effective two-
body potential to model Zn2+, Ni2+ and Co2+ ions in water.26 Reasonable results were
obtained, but the functional form hinders its straightforward implementation in MD
simulations of protein systems due to the many parameters that need to be determined as the
number of atom types increase. Sakharov and Lim designed the Charge-Transfer
Polarization (CTPOL) Potential Energy Function (PEF) and simulated several Zn2+, Cd2+

and Hg2+ containing proteins.27–28 A linear charge transfer model was employed in this
potential and the experimentally observed structures were reproduced during the MD
simulations.

Peters et al. designed the Metal Center Parameter Builder (MCPB) software to accelerate the
parameterization of metal centers with the bonded model in the AMBER force field.29 It
treats the interaction of the metal ions with the surrounding residues by a summation of
bond, angle, torsion, electrostatic and VDW terms. However, the bonded model cannot
model coordination number changes and ligand switching processes due to its functional
form. Wu et al. proposed a Short-Long-Effective-Function (SLEF) for Zn-containing
proteins.31 The parameters were optimized from QM/MM MD simulations and the
simulation results were consistent with several experimentally determined protein structures
with different coordination modes. Wu et al. parameterized and simulated the Zn-water
system using the Atomic Multipole Optimized Energetic for Biomolecular Applications
(AMOEBA) force field.30 They found that the charge-transfer energy diminishes when Zinc
is transferred from the gas phase to the aqueous phase and could be incorporated into the
polarization energy. Zhang et al. performed simulations with several Zn-containing proteins
also based on the AMOEBA force field.32 They found that the polarization effect plays an
important role in defining the geometry and coordination of the proteins they investigated.
Furthermore, they found that it was difficult to model the polarization effect with a fixed-
charge model implicitly due to its ligand-dependent characteristics. Zhu et al. designed and
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parameterized the Quantum Calibrated Polarizable Charge-Transfer (QPCT) force field for
several Zn containing proteins.33 It reproduced the Potential Energy Surface (PES) between
the metal ion and its ligands accurately but could not simulate the ion insertion or extraction
process.

Herein, we have developed a new nonbonded model for metal ions. The 12-6 plus
electrostatics nonbonded model explicitly includes the Pauli repulsion and induced dipole-
induced dipole interactions via the Lennard-Jones potential, while the charge-charge,
charge-dipole, and dipole-dipole interactions and represented by the Coulomb potential.
However, it doesn’t take into the account the charge-induced dipole interaction and the
dipole-induced dipole interaction explicitly. The former interaction is the dominant one of
these two types of interactions in the case of metal ions and its inclusion, in principle, would
greatly improve a nonbonded model representing ions. The standard nonbonded model is
reasonable for neutral systems, while for highly charged systems, the charge-induced dipole
interaction becomes very significant and needs to be considered.

With these considerations, we decided to add an r−4 term into the standard 12-6 LJ
nonbonded model in order to include the ion-induced dipole interaction. Unlike the 12-6 LJ
nonbonded model, the new 12-6-4 LJ-type model does reproduce different experimental
values at the same time after selecting appropriate parameters. The final parameters
reproduced the experimental HFE values by ±1 kcal/mol, the IOD and CN values accurately
for all of the M(II) ions investigated. Meanwhile, the final parameters were consistent with
the analytical formulation of the charge-induced dipole potential. Furthermore, the new
nonbonded model is compatible with force field like AMBER,35 CHARMM36 and OPLS-
AA37 with almost no additional computing cost. Even so, attention should be paid when the
new nonbonded model is employed in systems with strong charge-transfer effects since it
may be unphysical to treat the central metal atom as an actual “ion” in such cases.

METHODS
Potential Function form

The form of the nonbonded model in the AMBER force field is:

(1)

Where e is the proton charge while Qi and Qj are the partial charge of two particles and rij is
the distance between the two particles. Rmin,ij is the distance at which two particles have a
minimum in the LJ potential while εij is the well depth. The εij, Rmin,ij terms follow the
Lorentz-Berthelot combining rule:

(2)

(3)

Our modified nonbonded potential for the interaction between a metal ion and its
surroundings is:
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(4)

The potential function representing the interactions between water molecules have not been
modified because they have already been parameterized to reproduce relevant experimental

quantities. Here we used a  (here κ has the unit Å−2) to represent the  term rather

than designing a new set  parameters for the metal ion and oxygen atoms of the water
molecules. Since different water models have different parameters, we have to create unique
M(II) parameter sets for each water model. The present work developed parameters for three
widely used water models: TIP3P,38 SPC/E39 and TIP4PEW

40.

Thermodynamic integration
Thermodynamic integration is a powerful tool to study the free energy changes of two states
of a system.41–48 It employs a mixing Hamiltonian between the initial and final state:

(5)

The potential function of the initial state is represented by V0 while the final state is
expressed as V1, λ is a real number between 0 and 1 which indicates the mixing extent
between the two states. k is an integer and when k=1 we are using linear mixing. For the
hydration free energy determination of M(II) ions we employed a two-step TI method: a
VDW scaling step followed by a electrostatic plus polarization energy (r−4 term) scaling
step. For the VDW scaling part, a linear soft-core scaling method48 was employed, which
has the functional form:

(6)

In which the rij is the distance between the vanishing particle with the other particles. α is a
constant which is set to 0.5, σ is the distance at which the potential between the two particles
is zero, which is equal to Rmin,ij/(21/6). This functional form solves the “end-point
catastrophe” problem in an efficient way. While for the charge and polarization scaling step,
we employed the linear scaling algorithm (with k=1 in eq 6).

The derivative of ∂V/∂λ obtained from the simulation can be integrated to yield the free
energy of the entire hydration process. With Gaussian quadrature the final free energy is
obtained.

(7)

(8)

For the VDW step, we employed a 3-window scaling process with the λ values set to
0.1127, 0.5 and 0.88729. While for the charge and perturbation step, 9-window scaling was
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used with λ values of 0, 0.2544, 0.12923, 0.29707, 0.5, 0.70292, 0.87076, 0.97455 and 1.
The simulation of each window used the last snapshot of the former window as its starting
structure and the weights of the windows with λ=0 or 1 is set to zero in eq 8 which only
serve to equilibrate the system and were not included in the final calculation of the hydration
free energy.

Simulation procedures
a. Calculation of the HFE values—A dummy atom was solvated in a
~(32Å×32Å×32Å) cubic water box with the closest water molecule being 1.5 Å away from
the dummy atom. There were a total of 722 water molecules for the TIP3P and SPC/E water
boxes while for the TIP4PEW water box the number was 732. Minimizations were
performed using 1000 steps of steepest descent followed by 1000 steps of conjugate
gradient. Next a 500ps heating step was performed using the NVT ensemble to increase the
temperature from 0K to 300K. Afterwards a 500ps MD simulation was performed using the
NPT ensemble at 300 K and 1 atmosphere to equilibrate the system. The final snapshot of
the NPT equilibration was used as the initial structure in the VDW scaling step.

The HFE calculation was performed using the thermodynamic cycle shown in Figure 1, in
which ΔGVDW, ΔGEle, −ΔGEle and −ΔGVDW values were obtained successively and the final
HFE value was obtained by averaging (ΔGVDW+ΔGEle) and −(−ΔGEle−ΔGVDW). In the
VDW scaling step, each window used 100ps of equilibration and 200ps of sampling, while
for the charge and polarization scaling step, each window used 50ps of equilibration and
150ps of sampling.

Finally two different methods were employed to evaluate the computational uncertainty of
the simulated HFE values. These analyses are presented in excel spreadsheets provided in
the Supporting Information (SI) as uncertainty analysis set 1 and 2, where Table 3 in the
spreadsheets correspond to Table 3 in the text. Moreover, in SI we have associated error
analyses for the scanning studied carried out herein (see below). The uncertainty of ΔGVDW
and ΔGEle+Polar were treated separately and finally summed as the uncertainty of the HFE
values. Set 1 calculated the uncertainty of the ΔGVDW by splitting the forward 200ps and
backward 200ps into two 100ps segments and calculated the ΔGVDW for each segment
independently. The final uncertainty was obtained from the standard deviation of these four
values. The uncertainty of ΔGEle+Polar was obtained in a similar manner by dividing the
forward 150ps and backward 150ps into four 75ps segments for the uncertainty analysis. Set

2 used eq 9 to perform the uncertainty estimation. Here the τA and  are the
autocorrelation time and standard deviation of the observable A, respectively. T is the
sampling time while δA is the standard deviation σ of the final value of observable A. All of
the final results were represented as 〈A〉 ± σ. We used τA=500ps for the VDW scaling part
while τA=250ps for the electrostatic plus polarization scaling step. These values were
determined from several test simulations and are consistent with the research of Shirts et
al.49

(9)

The set 1 analysis yielded computed uncertainties in the range of 0.1–1.7 kcal/mol (with an
average of ~ 0.7 kcal/mol and a standard deviation ~ 0.3 kcal/mol) for the computed HFEs.
While the set 2 analysis yielded uncertainties in the range of 0.9–1.0 kcal/mol (with the
average and standard deviation being ~ 0.9 kcal/mol and ~ 0.1 kcal/mol respectively).
Overall, we conservatively estimate that there is ~1 kcal/mol uncertainty for the computed
HFE values using the parameters derived herein.
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b. Calculation of the structural properties—A metal ion with +2 charge was solvated
in the center of a ~(32Å×32Å×32Å) water box (for TIP4PEW water model a
~(36Å×36Å×36Å) cubic water box with 1085 water molecules was used). Minimization was
performed using 1000 steps of steepest descent minimization followed by 1000 steps of
conjugate gradient. Afterwards 500ps of NVT simulation was performed to heat the system
from 0K to 300K. Then a 500ps NPT equilibration simulation was run followed by 2ns of
sampling at 300 K and 1 atmosphere. The trajectory snapshots were stored every 0.5ps for
further analysis. The radial distribution function (RDF) was obtained from the trajectory
with a resolution of 0.01 Å in which the density was based on the average volume of the
entire trajectory. The IOD values were obtained by using a two-part quadratic fitting
procedure of the RDF. The first quadratic fitting was done using points within ±0.1 Å of the
peak (in total 21 points, at a 0.01 Å interval), the second quadratic fitting was performed
using data within ±0.1 Å of the point which is closest to the apex value of the first fitting
(again a total of 21 points was used). The IOD value was finally determined from the peak
value of the second quadratic fitting. The CN values were obtained by integrating the RDF
from the origin to the first minimum.

For all MD simulations performed in present work, periodic boundary conditions (PBC)
were utilized, while PME was employed to calculate the long-range interactions and forces.
The time-step was set to 1 fs and the cut off was set to 10Å. Langevin temperature control
was used with a collision frequency of 5.0 ps−1, SHAKE50–51 was used on the water
molecules during the simulations.

RESULTS AND DISCUSSION
In this work we designed parameters based on three different experimental values: HFE,
IOD and the CN values of the first solvation shell. HFE values represent the thermodynamic
properties while the other two represent structural properties. In our previous research we
found that it is impossible to reproduce all three experimental quantities at the same time in
simulations using the “standard” nonbonded model with parameters spanning the typical LJ
space.34 This is because the nonbonded model underestimates the interaction energy
between the ion and surrounding water molecules and this underestimation, as expected,
decreases with the increasing size of the metal ion’s radius.

Force fields are designed to accurately describe the interactions in a complex system using
relatively easy to compute functional forms and consist of terms representing bonded
interactions (bond, angle and dihedral terms) and nonbonded interactions. The nonbonded
model in typical force fields is composed of an electrostatic and VDW term. Point charges
are obtained in a number of ways, but in the AMBER force field Restrained Electrostatic
Potential (RESP) charges52 are used and they approximate charge-charge, charge-dipole and
dipole-dipole interactions. The 12-6 Lennard-Jones potential is used to represent the VDW
interaction, which consists of Pauli repulsion and induced dipole-induced dipole (so called
dispersion) interactions. However, as shown in Figure 2, generally there is no term
representing the charge-induced dipole and dipole-induced dipole interaction explicitly in
the nonbonded model. Furthermore, among these two interactions, the charge-induced
dipole interaction is the dominant one in the case of M(II) ions and it has a potential
functional form proportional to r−4. In light of this, we added a new term into the nonbonded
model between the charged ion and the surrounding particles to represent the charge-
induced dipole interaction. The new potential was given in eq 4 and the parameters that need
to be determined are Rmin/2, ε and κ. We determined the final parameters for various +2
metal ions using different water models by utilizing the experimental HFE, IOD and CN
values shown in Table 1. Details of the process used to design our parameter sets is
described in the following paragraphs.
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First, we scanned the parameter space where Rmin/2 and κ represented the two axes. The ε
value was determined by employing the Noble Gas Curve (NGC), which was fitted and
discussed previously.34 The range investigated for Rmin/2 was between 0.8Å and 2.3Å a
0.1Å intervals, while κ ranged between 0Å−2 and 6Å−2 with an interval of 1Å−2. The ε value
was fixed for each Rmin/2 value in the present work by using the NGC fitted in our earlier
study34 where the Rmin/2 and ε values had a relationship of −log(ε) = C1 × eC2×Rmin/2 with
C1 = 57.36 and C2 = −2.471. To be consistent with our former work, the final parameters
represent Rmin/2 with 3 digits, ε with 8 digits, and κ with 3 digits.

The HFE, IOD and CN values from our parameter space scan for the TIP3P, SPC/E and
TIP4PEW water models are given in Tables SI.1 and SI.2. The HFE and IOD fitting curves
were obtained based on these data. The curve fitting procedure is also provided in SI. It is
similar to the method used previously with the only difference being for the IOD fitting
curve. The intention of this modification was to obtain enough meaningful points to fit the
IOD values.

Using the TIP3P water model as an example, we present the HFE and IOD fitting curves we
obtained in Figure 3. In contrast to our earlier work, in which the HFE and IOD fitting curve
for each metal ion were parallel with each other,34 the HFE and IOD fitting curve for each
metal ion in the present work have an intersection-point. The fitting curves for the Be2+ ion
is not shown in Figure 3 because the intersection-point of its HFE and IOD fitting curves is
beyond the scanning range examined for the other ions. Because of the presence of an
intersection point there exists a set of parameters which both reproduce the experimental
HFE and IOD values simultaneously.

After obtaining the intersection-point between the two fitting curves and fine-tuning the
resultant parameters, we obtained the final parameters for each metal ion. These parameters
are shown in Table 2, the simulated HFE, IOD and CN values are given in Table 3. Herein,
our final parameters reproduce the HFE to within ±1kcal/mol of experiment and
simultaneously reproduce most of the IOD and CN values with good accuracy.

(10)

(11)

To further assess our final parameters we employed eq 11, which is based on the equation
for the charge-induced dipole interaction (eq 10), to approximate the C4 term between the
M(II) ion and the surrounding water molecules. In these two equations, q is the charge of the
metal ion, α0 is the induced dipole of the particles interacting with the metal ion. θ is the
angle between the induced dipole and electronic field created by the metal ion. To calculate
the C4 term between an M(II) ion and a water molecule, we assumed α0=1.444 Å3 (obtained
from the book of Eisenberg and Kauzmann59), q=+2e, θ=0° and εr=1 (as in the AMBER
FF35). This analysis yields a value for C4 of ~960.0 Å4·kcal/mol, which is the same order
magnitude but bigger than our final parameters. This may arise because the fixed-charge
water models are over-polarized in their original design. For example, the TIP3P and SPC/E
water molecules all have a dipole of 2.35 D while the TIP4PEW water molecule has a dipole
of 2.32 D. These values are greater than the experimentally determined permanent dipole
(1.855 D)60 for the gas-phase water molecule. The fixed-charge water model included the
polarization effect in to some extent by over fitting the permanent dipole moment while
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omitting the induced dipole. This approximation may also give some insight into to the
nonbonded model’s tendency to underestimate solvation free energies for +2 metal ions. In
particular, the three water models investigated in the present work all have a smaller dipole
moments than the total dipole for a liquid phase water molecule determined from experiment
(2.95 ± 0.2 D)61 and ab intio MD simulation (~3.0 D)62. In the work of Wu et al, they found
that the charge transfer effect could be incorporated into the polarization energy of an
AMOEBA water molecule when representing the charge and the polarizability of Zn2+ as
+2e and 0.260 Å3 respectively.30 Which may come from the fact that the AMOEBA water
model has a total dipole of 2.54 D,63 which is bigger than that of the three non-polarizable
water models investigated here.

Meanwhile, as shown in Table 4, the C4 term generally decreases when the metal ion’s
radius increases. This may arise from the cosθ term in eq 11 because nearby water molecules
would be more readily polarized than more remote ones. When there is a greater distance
between the metal ion and its surrounding water molecules, the latter would be more
randomly oriented due to a reduction in the influence arising from interactions with the
metal ion. Table 4 also shows that the TIP3P and SPC/E water models give very similar C4
values while TIP4PEW gives slightly larger values. This may arise from the fact that the
negative charge of the TIP4PEW water model is on the dummy atom, which is placed on the
bisector of the hydrogen-oxygen-hydrogen angle, yielding a slightly smaller dipole, which is
then responsible for the observed underestimation of the ion water interaction. This
representation results in a greater distance between the negative charge on water and the
positive charge on the metal ion than present on the 3-site water model and, thereby,
increases the C4 value.

For the alkaline earth metal ions the C4 term decreases monotonically with an increase of the
metal ion’s radius. As discussed above, this may due to the shielding of the metal ion’s
ability to polarize the surrounding water molecules when the ion’s radius increases. Another
interesting observation is that although Be2+ is the smallest ion studied in the present work,
it doesn’t have the largest C4 value among all the metal ions. It’s C4 value is around 190
Å4·kcal/mol, ~20% less than the value obtained for Zn2+. This may arise from a significant
charge-transfer effect between Be2+ and its surrounding water molecules. Pavlov et al.
showed that there is about 1.28e transferred from the surrounding water molecules to the
Be2+ ion in the [Be(H2O)4]2+ complex according to a Mulliken population analysis at the
B3LYP/6-311+G(2d,2p) level of theory.64

For the metal ions in the first transition row, the C4 term is also consistent with the Irving-
William series65 where the magnitude of C4 varies as Mn2+< Fe2+< Co2+< Ni2+< Cu2+ >
Zn2+, which arises due to the interplay between covalent and ionic interactions.66 Through
Density Functional Theory, it was found that the charge transfer effect follows the Irving-
William series sequence.66 There is also a larger bond order between the Cu2+ ion and it’s
ligating ligands than for the other M(II) ions in the Irving-William series. Moreover, the
ionic and covalent interactions can compensate one another. When there is a stronger charge
transfer, there is usually a stronger covalent interaction but a weaker ionic interaction
between the metal ion and its ligands.66 Here Cu2+ has a bigger C4 value than the predicted
value from eq 11, implying there is a strong charge transfer effect which could not be
incorporated into the polarization energy. Another thing to bear in mind is that the d9

electronic structure of the Cu(H2O)6
2+ complex results in a Jahn-Teller effect where the

axial bond lengths are about 0.44 Å longer than the equatorial ones.54 This effect could not
be modeled using the present nonbonded potential function due to the isotropic
approximation employed.
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Cd2+ has a smaller C4 value than Zn2+, due to the longer distance between the Cd2+ ion and
the surrounding water molecules. However, it is interesting that Hg2+, the ion that has the
highest atomic number among these +2 metal ions, has a C4 value bigger than Zn2+. Tai and
Lim also found that Hg2+ is a much better charge acceptor than Zn2+ according to their
calculations,67 which they ascribed this to relativistic effects. Hg2+ can accept more negative
charge from its surrounding ligands than the Zn2+ ion. This phenomenon not only happened
with “soft” sulfur ligand atoms but also with ligands containing “harder” atoms like nitrogen
and oxygen.67

The Sn2+ cation also has an unusual C4 value among these +2 metal ions. This may be
because of its two outermost electrons occupy a 5p orbital and Sn also has a +4 oxidation
state that is slightly more stable. Experiments have also revealed two different bond lengths
with an asymmetric structure in the first hydration shell which might not be well reproduced
with our model.56

To further test the 12-6-4 nonbonded model proposed here, we performed simulations on
aqueous MgCl2 at different concentrations and on a Mg2+-nucleic acid system with different
parameter sets. In total three sets of parameters were tested in these simulations. These
included the original AMBER FF parameter for Mg2+, the 12-6 LJ Compromise (CM)
parameter set for Mg2+,34 and the 12-6-4 parameters developed in the present work. During
the simulations, the C4 parameter in the 12-6-4 model between the metal ion and each atom
type are roughly evaluated by the following equation:

(12)

The C4(H2O) term was taken from Table 4. And the polarizabilities of each atom type used
in the simulations are given in Table SI.3. The simulation conditions for these tests are
discussed in the SI. For the MgCl2 systems, a TIP3P water box (~2000 waters) was used and
three different concentration levels (0.25 M, 0.5 M and 1.0 M) were modelled. For the
nucleic acid system, the pdb structure of the DNA fragment (PDB ID: 1D23) and TIP4PEW
waters were used in the simulations. The Cl− parameter employed in the simulations came
from the work of Joung and Cheatam.68

The IOD values of Mg2+ and Cl− in the MgCl2 systems are shown in Table SI.4. It can be
seen that both the 12-6-4 parameter (which gives IOD ~2.11 Å) and the 12-6 CM set (which
gives IOD ~2.08 Å) outperformed the original AMBER FF parameter (which gives IOD
~2.00 Å) with respect to the experimental value of 2.09±0.04 Å.54 For the Mg2+-nucleic
acid system, Table SI.5 gives the IOD values as well as the Mg2+-backbone phosphate
distance. We see that both the 12-6-4 parameter set and the 12-6 CM set have a remarkable
improvement over the original Mg2+ parameter set in AMBER while the 12-6-4 model gives
the best results.

Nonetheless, the 12-6-4 model may need further parameter refinement when employed with
protein and nucleic acids systems since different fixed charge models are based on different
parameterization philosophies. For example, the RESP charge model used in AMBER FF’s
are based gas-phase calculations at the HF/6-31G* level where the dipole moment
overestimation is used to better approximate the liquid phase. This approximation may still
cause some underestimation when compared to an experimental dipole moment (like the
water models investigated in the present work). This situation needs to be further examined.

It is important to note that the HFE values of metal ions vary among different experimental
analyses and the subsequent theoretical treatment of the experimental data. The present work
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relied on the approach of Marcus, in which he obtained the experimental HFE values of the
metal ions based on the proton’s HFE.53 His analysis mostly used the conventional
experimental values obtained from the National Bureau of Standards (NBS) compilation.69

He used ΔhydG[H+] = −1056 ± 6 kJ/mol, which is based on ΔhydH0[H+] = −1094 kJ/mol,
ΔhydS0[H+] = −131 kJ/mol or S∞[H+(aq)] = −22.2 J/mol.53 However, there are different
HFE values that have been determined for the proton.70–74 Meanwhile, there are also
different HFE values determined for the HFE values we used in the present work for the
same metal ions.75–76 For example, Schmid et al. proposed a new set of HFE values for
several monovalent and divalent ions75 while Asthagiri et al. calculated the HFEs for first
the transition row metals and Zn2+ using a quasi-chemical theory of solutions.76 The data in
SI from our scans of parameter space will be helpful for people who prefer to derive
parameters utilizing different HFE values.

CONCLUSIONS
We showed earlier that the electrostatic plus 12-6 LJ potential nonbonded model
underestimates the interactions between metal ions and the surrounding water molecules in
PME simulations.34 Via a consideration of the physical origin effect, we hypothesized that
the charge-induced dipole interaction is responsible for the majority of this underestimation.
In light of this we proposed and parameterized a 12-6-4 LJ-type nonbonded model for M(II)
ions in order to take into account the charge-induced dipole interaction. First we investigated
the available parameter space via a series of scans of parameter space. Subsequently, we
employed a fitting procedure, which treated the experimental HFE and IOD values as the
target values. Unlike our former nonbonded model, the new nonbonded model reproduces
the experimental HFE, IOD and CN values simultaneously. Initial tests showed good
performance when modeling aqueous MgCl2 systems and Mg2+--nucleic acid systems.
Further parameterization efforts may further increase the performance of the current model.

Generally, the 12-6-4 LJ-type nonbonded model provides a significant improvement over
the former 12-6 LJ nonbonded model. It reproduces several different kinds of experimental
data at the same time, which eliminates the need to develop compromise parameters as was
done for the former nonbonded model in PME simulations. It is easy to incorporate the
present model into typical biomolecular force fields with minimal additional computational
cost. One caveat is that the new model doesn’t consider the charge-transfer effect explicitly
in the potential form, which may influence its ability to simulate systems with strong charge-
transfer effects. If the charge-transfer effect is not too prominent it can be merged into the
polarization energy for the systems such as for the Zn2+ ion in the liquid phase.30 However,
care should be taken for systems like Be2+ and Hg2+ in aqueous solution due to the existence
of strong charge-transfer effects.64,67

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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ABBREVIATIONS

HFE hydration free energy

CN coordination number

PME particle mesh ewald

RDF radial distribution function

LJ Lennard-Jones

TI thermodynamic integration

VDW van der Waals

IOD ion-oxygen distance
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Figure 1.
Thermodynamic cycle for HFE calculations.
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Figure 2.
Scheme representing intermolecular interactions: the green double-headed arrow and red
double-headed arrow represent the interactions, which included and not included in the 12-6
nonbonded model, respectively.
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Figure 3.
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Figure 3a. HFE and IOD fitting curves for the Cu2+, Ni2+, Zn2+, Co2+, Cr2+ ions in TIP3P
water.
Figure 3b. HFE and IOD fitting curves for the Fe2+, Mg2+, V2+, Mn2+, Hg2+ ions in TIP3P
water.
Figure 3c. HFE and IOD fitting curves for the Cd2+, Ca2+, Sn2+, Sr2+, Ba2+ ions in TIP3P
water.
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Table 1

Experimental values of the HFE, IOD and CN of the first solvation shell for M(II) metal ions.

Ions HFE (kcal/mol)a Relative HFE (M2+-Cd2+) (kcal/mol) CN IOD (Å)

Be2+ −572.4 −152.9 4b 1.67b

Cu2+ −480.4 −60.9 6b Eq: 1.96±0.04 Ax: 2.40±0.10b

Weighted mean distance: 2.11f

Ni2+ −473.2 −53.7 6b 2.06±0.01b

Zn2+ −467.3 −47.8 6b 2.09±0.06b

Co2+ −457.7 −38.2 6b 2.10±0.02b

Cr2+ −442.2 −22.7 6d Eq:2.08d

Fe2+ −439.8 −20.3 6b 2.11±0.01b

Mg2+ −437.4 −17.9 6b 2.09±0.04b

V2+ −436.2 −16.7 6c 2.21c

Mn2+ −420.7 −1.2 6b 2.19±0.01b

Hg2+ −420.7 −1.2 6b 2.41b

Cd2+ −419.5 0.0 6b 2.30±0.02b

Ca2+ −359.7 59.8 8e 2.46e

Sn2+ −356.1 63.4 6d Eq: 2.33–2.34d

Ax: 2.38–2.90d

Weighted mean distance: 2.62b

Sr2+ −329.8 89.7 8–15d 2.64±0.04b

Ba2+ −298.8 120.7 9g 2.83g

a
All the experimental hydration free energies were obtained from Marcus, 1991.53;

b
From Marcus, 1988.54;

c
From Takafumi, Iwao et al.55;

d
From Ohtaki and Radnai, 1993.56;

e
From Jalilehvand, Spångberg et al.57;

f
Calculated by the authors from the experimental data;

g
From Smirnov, Trostin et al.58
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Table 4

Computed C4 values.a

TIP3P SPC/E TIP4PEW

Be2+ 186.5 188.1 228.5

Cu2+ 290.9 304.4 339.2

Ni2+ 212.8 205.2 259.2

Zn2+ 231.6 231.2 272.3

Co2+ 209.7 209.2 252.8

Cr2+ 136.8 131.2 177.4

Fe2+ 163.0 155.4 201.1

Mg2+ 132.9 122.2 180.5

V2+ 195.7 206.6 244.8

Mn2+ 146.1 154.9 192.3

Hg2+ 288.8 300.2 335.2

Cd2+ 185.6 198.8 233.7

Ca2+ 87.3 89.0 128.0

Sn2+ 187.9 201.1 231.4

Sr2+ 82.7 96.3 118.9

Ba2+ 71.9 85.8 112.5

a
In Å4·kcal/mol.
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