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Abstract
Frequency domain optical spectroscopy in the diffusive regime is currently being investigated for
biomedical applications including tumor detection, therapy monitoring, exercise metabolism, and
others. Analog homodyne or heterodyne detection of sinusoidally modulated signals have been the
predominant method for measuring phase and amplitude of photon density waves that have
traversed through tissue. Here we demonstrate the feasibility of utilizing direct digital sampling of
modulated signals using a 3.6 Gigasample/second 12 bit Analog to Digital Converter. Digitally
synthesized modulated signals between 50MHz and 400MHz were measured on tissue simulating
phantoms at six near-infrared wavelengths. An amplitude and phase precision of 1% and 0.6
degrees were achieved during drift tests. Amplitude, phase, scattering and absorption values were
compared with a well-characterized network analyzer based diffuse optical device. Measured
optical properties measured with both systems were within 3.6% for absorption and 2.8% for
scattering over a range of biologically relevant values. Direct digital sampling represents a viable
method for frequency domain diffuse optical spectroscopy and has the potential to reduce system
complexity, size, and cost.
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Introduction
Diffuse optical frequency domain instruments have been utilized for a number of biological
applications including breast cancer detection [1, 2], chemotherapy monitoring [3–6],
cerebral hemodynamic monitoring [7], and others. Typically, the intensity of nearinfrared
light is sinusoidally modulated in the MHz or GHz range and injected into biological tissue.
As these photon density waves (PDW) propagate through the tissue, they become attenuated
in amplitude and delayed in phase. Amplitude and phase measurements depend on the
absorption and scattering properties of the tissue, as well as the distance between source and
detector. When the mean photon absorption length is sufficiently longer than the mean
scattering length (typically µs(1-g)/µa must be greater than 10), and detection occurs
sufficiently far from the source, PDWs lose their directional flux and the photon propagation
can be modeled using the frequency-domain diffusion equation [8]. µa and µs can then be
determined by an iterative minimization algorithm which matches measured amplitude and
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phase data to amplitude and phase calculated from a forward model of light propagation [9,
10].

The methods employed to determine amplitude and phase information from measured
frequency domain signals generally fall into the categories of either heterodyne detection or
homodyne detection [11]. Heterodyne detection mixes the sample signal with a reference
signal that is offset in frequency to produce a lower intermediate frequency (IF). The IF
retains the phase and amplitude information and allows extraction of these values using
digitization or analog detection chips. Several groups that have developed clinical or
preclinical frequency domain diffuse optical instruments employ heterodyne techniques [2,
10, 12–16]. Several of these systems utilize commercially available heterodyne (vector)
network analyzers to determine phase and amplitude. Homodyne detection measures
amplitude and phase without mixing and most groups accomplish this with an IQ
demodulator [7, 12, 17, 18]. Some groups have utilized homodyne detection with CCD
imaging by modulating an image intensifier with a reference signal to produce phase
sensitive images [19, 20]. For all of these methods, one or more modulation frequencies can
be used depending on the specifics of the instrumentation and several groups scan through a
range of modulation frequencies in attempts to improve fitting and increase signal-to-noise
[10].

Analog methods for determining phase and amplitude for diffuse optical measurements
require either significant capital expense (entry level commercial vector network analyzers
are typically more than $15,000) or, if custom instrumentation is used, require design and
fabrication of complex RF circuits. In this manuscript we report the construction of a
relatively simple and cost-effective all-digital frequency domain system. The RF source
signal is generated using direct digital synthesis (DDS), while detection is accomplished
without frequency mixing using high speed digital sampling. The raw digitization method is
made possible by recent technological advances in fast analog-to-digital conversion. Here
the reference and sample time-domain signals are directly digitized and amplitude and phase
information is computed during post processing using standard Fast Fourier Transforms
(FFTs). We demonstrate that this method can be used to accurately determine amplitude and
phase measurements of PDWs in diffuse media. Extracted optical properties match those
determined with a vector network analyzer based frequency-domain system.

Methods
Experimental Design

A schematic of system is shown in figure 1. The National Semiconductor ADC12D1800
Analog to Digital Converter (ADC) integrated circuit (IC) was utilized for direct sampling
of RF signals. This is a 12-bit, dual-channel ADC capable of 3.6 gigasample per second
(GSPS) sampling in a single-input mode or 1.8 GSPS sampling per channel in interleaved
mode. In this work, one channel was used to measure a reference signal while the other
channel was used to measure the output of the optical detector. The full scale voltage of this
ADC is 800mV (2dBm) with an impedance of 50 ohms. For all experiments, 4096 samples
were collected at each modulation frequency. Because the channels are interleaved, 2048
samples were collected from each channel. Data was transferred to a controlling laptop
through a USB interface and a custom dynamic linked library (dll).

The RF source used for all measurements was the Analog Devices AD9910 DDS IC. This is
a 1 GSPS, 14-bit Digital to Analog converter capable of outputting sinusoidally modulated
signals up to 400MHz when a 1GHz reference clock is used. Manufacturer specifications
detail a 0.23Hz frequency resolution and the evaluation board used in these experiments
outputs 1.4dBm of RF power at 50MHz at the gain setting used here. The RF power drops to
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−1.77dBm at 400MHz for the same gain setting. The modulation frequency of the DDS is
controlled through a USB interface.

The RF output of the DDS was amplified by a 10dB amplifier (Mini-Circuits ZHL-1010+)
and then split with a 10.4dB directional coupler (Mini-Circuits ZFDC-10– 128) so that
approximately 2dBm is directed to the reference channel of the ADC and 10dBm is directed
to a SP6T RF switch. The RF switch directs the RF power to one of six bias tees which are
connected to six different near infrared laser diodes. DC power is supplied to the Bias tees
by a DC current source (LDC 3900, ILX Lightwave, Bozeman, MT). Laser diodes are
656nm, 687nm, 778nm, 814nm, 824nm, and 852nm. For all the diodes the DC current level
is balanced with the RF power set so that there is no clipping of the modulated light signal.
Typical light output delivered to the sample is 20mW.

The laser diodes are each fiber coupled to 400µM fibers that combine to a six-inone
configuration at the distal end. These fibers allow contact to either a solid silicone or
immersion in a liquid phantom. A 3.0mm (solid core) fiber is used to collect reflected light
at specific source-detector fiber separations. The detection fiber is coupled to a 3mm active-
area Avalanche Photodiode (APD) (Hamamatsu, Model S6045-05) with a custom biasing
circuit and amplifier. The gain of the APD is approximately 60 and the additional gain
supplied by the module is approximately 40dB. The voltage modulated APD output is then
sent to the sample channel of the ADC (1.8 GSPS per channel). A 400MHz low-pass anti-
aliasing RF filter was used before both the reference and sample channels of the ADC (there
is less than a 1dB loss in the DC-400MHz pass-band of the filter, mini-circuits part
#VLF-400+).

Controlling software was designed using Visual Basic 6 (Microsoft, Redmond, WA) which
iteratively selected the tuning frequency of the DDS and called the dll to collect samples
from the ADC. Frequency sweeps between 50MHz and 400MHz in 1MHz steps were
collected for drift experiments, sweeps between 100MHz and 298MHz with steps of 2MHz
were used for accuracy and optical property comparisons to the network analyzer based
system.

The linearity of the ADC was tested over a broad range of RF powers (−90dBm to 2dBm) at
50, 150, 250, and 350MHz using the output of a function generator (Rhodes- Schwarz
SMIQ03B).

Measurements from the digital system described above were compared with those taken
from a well characterized network-analyzer based system which has been used for more than
10 years to collect clinical data from breast cancer patients [10]. The same RF switch, bias
tees, laser diodes, dc current source, source and detector fibers, APD and APD module were
used for both the digital system and the network-analyzer based system.

For experiments evaluating the equivalence of extracted optical properties between the
digital system and the network analyzer based system, liquid phantoms were created using
whole milk and the absorbing dye nigrosin combined in different proportions. The tips of the
fiber probes were placed approximately 1 cm below the surface of the liquid at various
source-detector separations.

Data Analysis
All processing of raw data was done in Matlab (Mathworks Inc., Natick, MA). A Fast
Fourier Transform (FFT) with a rectangular window function was performed on 2048
samples collected from the ADC from both the reference and the sample channels at each
modulation frequency. The amplitude and phase was determined at each modulation
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frequency for each channel and the ratio of sample-to-reference and the difference between
the sample and reference phase were computed. These referenced measurements were used
for analyses of the noise floor, drift, accuracy, and determination of optical property
experiments. An analytical model of the diffusion equation in the frequency-domain with
infinite boundary conditions was used to determine absorption and scattering coefficients
from amplitude and phase measurements at all measured modulation frequencies using
multiple source-detector separations [9].

Results
Linearity

The system was linear through a high dynamic range. Figure 2 shows the linearity between
RF power output from the function generator and RF power measured by the ADC at
50MHz. Fit residuals above 1dBm were measured below −65dBm.

Noise Floor and Dynamic Range
The theoretical ideal noise floor of the ADC assuming a full-scale signal and taking into
account the FFT process gain (in this case a DFT of length 2048) is −102.1dBm [21]. The
experimentally measured noise floor of the ADC with the detector off, DDS off, and laser
diode sources off was −89.6dBm. The full scale voltage value for the ADC is 800mV peak
to peak which corresponds to a power of 2.0dBm in a 50 ohm system. The dynamic range of
the ADC is therefore 91.6dB. This compares to a dynamic range of 120dB for the network
analyzer system. The noise floor of the system averaged over all modulation frequencies
between 50 and 400 MHz with the detector on, laser diodes on, DDS on, and laser diode
driver on but without source fibers connected was −62.9dBm. Example noise floor
measurements for the 814nm diode are shown in figure 3. The noise floor for the network
analyzer laser system with the same detector was approximately –70dBm.

Amplitude and Phase Resolution, Precision, and Accuracy
Amplitude and phase resolution for the digital system is dependent on a multitude of factors
including the bit depth of the ADC, the signal strength (i.e. the percent of full scale), the
parameters of the FFT (sample length, window type), and the signal-to-noise ratio. The
maximum (i.e. best) theoretical amplitude resolution of the digital system when only
quantization of the ADC is considered, is the full scale voltage range EFSR (800mV in this
case) divided by the number of discrete values available to the ADC:

(1)

where n is the bit depth. This is 0.195mV for this 12-bit system and the corresponding
maximum amplitude resolution is .024%. We define here the phase resolution to be the
smallest change in an analog sine wave phase guaranteed to change the ADC output code at
a single time point. The theoretical phase resolution for a sine wave is dependent on what
part of the cycle the sine wave is sampled. For example, phase resolution will be poor if
sampled only at the peaks and troughs due to the lower slope of the time-varying signal here
(i.e. a large phase shift will be required to produce a change in the ADC output code). The
phase resolution of a sine wave is then a mapping of the amplitude resolution into phase.
The time dependent voltage signal V(t) is given by:

(2)
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The phase resolution φr is then given by the amplitude resolution (equation 1) divided by the
slope of V(t), multiplied by the change in phase of the signal per unit time given by 360° f.
After cancelling terms:

(3)

The maximum phase resolution φr,max obtained when the cosine function is equal to 1, is
given by

(4)

The maximum phase resolution for this system, for a full-scale signal, is 0.028°. Amplitude
and phase resolution drop precipitously with decreasing signal levels or bit depth and this
relationship is shown in figure 4.

Amplitude and phase precision for the digital system were measured by a 20 minute drift
test with 20 repeat measurements on a breast-like silicon optical phantom. A 10mm source-
detector separation was used with fiber-coupled sources and detectors as described in the
methods section. Amplitude precision is defined per laser diode wavelength and per
modulation frequency as the standard deviation (represented as a percentage of the mean) of
the measured amplitude over the duration of the drift test. Phase precision is the standard
deviation (represented in degrees) of the measured phase. Note that the amplitude referred to
for these calculations is the ratio of the amplitude measured in the sample channel over the
amplitude measured in the reference channel. The phase referred to is the difference in phase
between the sample and reference channels.

Figure 5 shows example drift results from two laser diodes, the 687nm and the 778nm
diodes. Note that the amplitude and phase precision both decrease with increasing
modulation frequency. This effect can be attributed in large part to the fact that the
amplitude of the measured signal decreased with modulation frequency due to the reduced
RF power output characteristics of the DDS at higher frequencies, the lower response of the
detector at higher frequencies, the reduced modulation depth of the laser diodes at higher
frequencies due to internal capacitance, and the tendency of diffuse media to act as a low
pass filter. For example, the measured signal in the sample channel for the 778nm diode
occupied 75% of full scale at 50MHz but only 6.6% at 400MHz. When the signal occupies a
smaller portion of the ADC’s full scale, the amplitude and phase resolution decreases
leading to larger variations over repeated measures. Finally, the Total Harmonic Distortion
(THD) of the ADC increases and signal-to-noise (SNR) decreases with increasing frequency
reducing the effective number of bits (ENOB) which also contributes to larger errors at
higher frequencies.

The amplitude precision averaged over all laser diode wavelengths and modulation
frequencies (50 to 400MHz in 1MHz steps) was 1.02%. The phase precision was 0.59°.
These errors translated into a precision of 1.5% in the measured absorption coefficient and
0.5% in scattering. The same drift experiment was conducted using the network analyzer-
based system with an average amplitude precision of 0.30% and a phase precision of 0.13°
resulting in a precision of 0.68% for absorption and 0.29% for scattering.

Amplitude and phase accuracy were determined by comparing measurements taken with the
digital system and the network analyzer system on the liquid phantom ph3. The amplitude
ratio and phase difference between 10mm and 8mm source-detector separation

Roblyer et al. Page 5

Meas Sci Technol. Author manuscript; available in PMC 2014 April 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



measurements were used to compare the two devices. Amplitude accuracy is defined here at
the absolute % difference between the digital system and network analyzer system
measurements per modulation frequency. The phase accuracy is defined as the absolute
difference, in degrees, between the digital system and network analyzer system
measurements per modulation frequency. Because the digital system and the network
analyzer based system collected measurements at slightly different modulation frequencies
(the digital system every 2MHz and the network analyzer system every 0.75MHz), linear
interpolation was used to obtain phase and amplitude measurements from the network
analyzer system at equivalent frequencies to the digital system.

Figure 6 shows amplitude and phase measurements from both devices at 778nm along with
amplitude and phase errors. In this example, and for all other laser diodes tested, there was
no identifiable frequency dependence on phase or amplitude accuracy. The amplitude
accuracy averaged over all laser diode wavelengths and modulation frequencies (100 to
298MHz in 2MHz steps) was 1.44% and the phase accuracy was 0.32°. Accuracy averaged
over only lower frequencies (100–126MHz) was 1.61% and 0.30° for amplitude and phase
respectively. Accuracy averaged over only higher frequencies (272–298MHz) was 1.58%
and 0.51°. Noise levels were likely sufficiently high to mask the frequency dependence on
accuracy.

Determination of Optical Properties
In order to determine the ability of the digital system to extract optical properties from
biologically-relevant diffuse media, a series of liquid optical phantoms were measured with
both the digital system and the network-analyzer based system and results were compared
using Bland-Altman analysis [22]. Five optical phantoms were created with a range of
absorption and scattering values shown in table 1. Phantoms were measured with 4 different
source detector separations (8, 10, 12, 14mm). Optical properties were calculated for both
systems using a multi-distance version of the diffusion-based processing code. The average
difference between recovered optical properties was 3.6% (SD 3.8%) for µa and 2.8% (SD
2.0%) for µs. Figure 7 shows Bland-Altman plots of recovered optical properties for all
phantoms at the six different laser diode wavelengths. All but three measurements for
absorption (90% of measurements) and one measurement for scattering (97% of
measurements) were within 1.96SD of the mean difference indicating a close
correspondence between measurements. Based on this data, we can expect absorption values
measured with the digital system to be up to 0.0006 mm−1 below or 0.0005 mm−1 above
values obtained using the network analyzer system. Scattering from the digital system
maybe be up to .04 mm−1 below or .04 mm−1 above values obtained from the network
analyzer system. The mean differences between systems are uniformly close to zero,
indicating that the digital system is not biased towards higher or lower values.

Discussion
Although direct comparisons with other published instruments are difficult due to
differences in experimental setup, the amplitude and phase precision and accuracy for the
digital system (1.02% and 0.59° precision, 1.44% and 0.32° accuracy) was comparable with
other frequency domain optical systems used for biological applications in which these
parameters were documented, most of which are approximately 1% for amplitude and 1° for
phase [7, 18–20].

The agreement between the digital system and the analog network-analyzer based system in
extraction of optical properties was within 4%. Additionally, the absorption and scattering
precision measured during drift tests was approximately 1.5% and 0.5% respectively. These
performance parameters should allow for a broad range of useful biomedical applications. In
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the field of breast cancer for example, average increases of approximately 60% (at 650nm)
or more in absorption have been documented in tumor measurements compared to
surrounding normal tissue [23]. As another example, during a typical arterial cuff occlusion
taken with the cuff on the upper arm and diffuse optical measurements taken on the forearm,
our group measures changes of 13% (785nm) to 75% (657nm) in absorption. These
contrasts are significantly larger than the measurements uncertainty of the digital system.

The measured precision of the digital system decreased with increasing modulation
frequency. Precision and accuracy are dependent on the amplitude of the detected signal in
relation to full scale and for this system, the amplitude of the signal greatly decreased with
increasing modulation frequency. The average amplitude and phase precision at 50MHz was
0.28% and 0.17° for example, but decreased to 2.4% and 1.5° at 400MHz. This relationship
can also be seen in figure 4 which shows bit depth/signal strength versus theoretical
resolution. Both amplitude and phase resolution, accuracy, and precision will be affected by
nonlinearities and jitter in the ADC, the FFT transform length and windowing function, and
external noise. Furthermore, imperfect quantization and distortion of the analog signal by
the ADC reduces the effective number of bits (ENOB) collected by the system. For this
ADC chip, the ENOB is specified by the manufacturer as approximately 9 at 100MHz in the
specific mode of operation.

Amplitude and phase precision could potentially be improved by increasing the measured
signal amplitude at higher modulation frequencies. This could be accomplished by
increasing the RF input power at higher frequencies, using a detector with higher bandwidth
(the 3dB rolloff for the 3mm APD used in the study was ~80MHz), or by amplifying the
detected signal at higher frequencies. These solutions may introduce additional problems
however. For example, there are limits to the extent that RF power to the laser diodes can be
increased before clipping occurs. Higher bandwidth APD’s generally have smaller active
areas which will limit the ability to detect low signal levels. Additional amplification on the
detection side will introduce noise that may limit precision.

Interestingly, the measured accuracy did not have an observable frequency dependence. This
is likely because system noise dominated over this relationship for the measured modulation
frequencies.

Current limitations of the experimental setup include relatively slow measurement times and
a relatively large instrument footprint. A single wavelength frequency sweep between 50
and 400MHz in 1MHz increments takes approximately 30 seconds due to communication
and data transfer speeds using multiple USB port controls. The acquisition speed can be
vastly improved by controlling the DDS and ADC closer to the hardware level instead of
through several software layers and USB connections. For this feasibility study, evaluation
boards, a benchtop current supply, and benchtop laser diode mounts were used. Significant
reductions in instrument footprint will occur by integrating these components at the board-
level. These improvements are underway.

The choice of ADC will significantly affect performance and capabilities of frequency-
domain measurements. Currently, 12-bit direct digitizers are limited to several gigasamples/
sec which allow measurements up to several hundred MHz while staying within the Nyquist
sampling criteria. 10-bit digitizers are significantly faster allowing for sampling of GHz
signals but phase and amplitude resolution will be lost due to the lower bit depth (see figure
4). We have demonstrated in this manuscript that a reduction in amplitude, especially at
higher frequencies, greatly reduces phase and amplitude precision suggesting that 10-bit
digitizers may be viable only if signal levels are maintained close to full-scale.
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No other groups have demonstrated the direct digital sampling method presented here for
diffuse optical frequency domain measurements, although digital techniques are increasingly
being utilized in this arena. Colyer et al. have utilized a related digital frequency domain
approach for florescence lifetime imaging (FLIM) microscopy [24]. Flexman et al. have
utilized digital signal synthesis and detection for continuous-wave measurements using low-
frequency (5 or 8 kHz) lock-in detection for noise rejection and simultaneous multi-
wavelength illumination [25, 26]. Other groups use lower speed ADCs to sample the IF in
heterodyne detection [12, 15].

We have demonstrated the use of direct digital sampling for frequency domain optical
measurements. This digital system can be constructed using off-the-shelf components for a
fraction of the cost of a network analyzer based system. The use of digital technologies
should provide opportunities to reduce instrumentation costs, reduce instrument footprints,
and improve wavelength multiplexing schemes.
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Figure 1.
Layout of digital system.
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Figure 2.
Linearity.

Roblyer et al. Page 11

Meas Sci Technol. Author manuscript; available in PMC 2014 April 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 3.
Noise floor.
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Figure 4.
Theoretical phase and amplitude resolution for ADCs of different bit depths.
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Figure 5.
Experimentally determined phase and amplitude precision at 687nm and 778nm.
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Figure 6.
Accuracy of digital system. Amplitude and phase measurements are shown for both the
digital and the network analyzer system for the 778nm laser diode.
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Figure 7.
Bland-Altman plots of mean and difference of extracted µa and µs from the digital system
and the network analyzer based system.
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