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Abstract: Super-resolution imaging with photo-activatable or photo-
switchable probes is a promising tool in biological applications to reveal 
previously unresolved intra-cellular details with visible light. This field 
benefits from developments in the areas of molecular probes, optical 
systems, and computational post-processing of the data. The joint design of 
optics and reconstruction processes using double-helix point spread 
functions (DH-PSF) provides high resolution three-dimensional (3D) 
imaging over a long depth-of-field. We demonstrate for the first time a 
method integrating a Fisher information efficient DH-PSF design, a surface 
relief optical phase mask, and an optimal 3D localization estimator. 3D 
super-resolution imaging using photo-switchable dyes reveals the 3D 
microtubule network in mammalian cells with localization precision 
approaching the information theoretical limit over a depth of 1.2 µm. 
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1. Introduction 

Optical diffraction limits the resolution in the visible spectrum to about 200 nm in the 
transverse direction and 500 nm in depth [1]. Therefore observation of cellular structures 
which are of the order of tens of nanometer is not possible with traditional optical microscopy. 
As an alternative, biologists have relied on electron and x-ray microscopy to image such small 
structures. However, these techniques are damaging to the sample and preclude live-cell 
imaging. Recently, simultaneous advances in optical methods and engineering of the 
fluorescent properties of dyes and proteins have enabled tools that overcome the optical 
diffraction barrier and facilitate imaging at the nanometer scale. Several methods have been 
developed to overcome the diffraction limit in three dimensions. One approach is to engineer 
the excitation pattern using structured illumination [2] or scanning localized beams as in 
stimulated emission depletion microscopy [3]. Another super-resolution approach involves 
stochastically activating sparse sets of emitters distributed within the field of view which are 
sequentially changed over time. This time-sequential imaging provides a map of particle 
localizations that generates a 2D or 3D super-resolution image. Different mechanisms for the 
control of the emission lend different names to the technique including (fluorescence) 
photoactivated localization microscopy (PALM) [4,5], (direct) stochastic optical 
reconstruction microscopy (STORM) [6,7], and ground state depletion microscopy followed 
by individual molecule return (GSDIM) [8]. These super-resolution approaches have been 
extended to three dimensions by using microscope modalities that modify the optical point 
spread function to extract 3D information from the imaged emitters. Resolution below 50 nm 
in the transverse direction and 100 nm in depth are now possible. 3D microscopes with 
astigmatic response [9], bi-plane detection [10], interferometric detection (IPALM) [11], 
double-helix point spread function (DH-PSF) [12], tilted mirrors [13] and phase ramps [14] 
have been applied to super-resolution imaging. 

While 3D PALM/STORM methods enable scanning-free volume imaging, the depth range 
depends upon the technique. Typical values, using high numerical aperture objective lenses, 
are 650 nm for the interferometric method [15], 800 nm for the astigmatic method [9], 1000 
nm for the bi-plane method [10], and 2000 nm for the DH-PSF [12]. The DH-PSF provides 
the longest depth range making it attractive to image cells with minimal focus scanning. The 
astigmatic PSF method has recently been extended to imaging depths from 10 µm to 150 µm 
enabling whole-cell and live-cell imaging with focus scanning and additional use of optical 
techniques such as light sheet illumination [16,17]. 

Biological super-resolution imaging would benefit from the development of optical 
systems that provide control of the transverse spread of the PSF and depth range [18]. The 
PSF spread determines the localization precision in the presence of noise as well as the 
allowed active molecule density per image acquisition. For instance, if a specimen is 500 nm 
deep, the use of a PSF design with 2000 nm range would not be optimal because it would 
unnecessarily compromise the signal to noise ratio. This is in turn the result of a fundamental 
tradeoff between PSF depth range and PSF spread [18,19]. Furthermore, the implementation 
of the PSF should not degrade the photon collection efficiency and hence the use of highly 
transmissive phase masks to generate application specific PSFs is critical [30]. The estimation 
and reconstruction algorithms are also essential to take advantage of the information delivered 
by the photon limited molecular images [20]. 

Therefore, in this letter we start by presenting for the first time a general methodology for 
double-helical PSF mask design based on an analytic expression, which can be adapted to 
specific imaging and sensing tasks. The analytic approach contributes to a better 
understanding of the wave optical physical processes involved in helical PSFs. By reducing 
the DH-PSF design to the determination of a few parameters, we gain insight into the 
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performance tradeoffs and possibilities of PSF engineering. Similar to other passive optical 
elements such as gratings and lenses, helical PSF masks are now described by a few 
parameters as a result of this new approach. 

We subsequently introduce a 3D nanoscopic system based on a Fisher information 
optimized DH-PSF design, a surface relief phase mask implementation for efficient light 
collection, and a matched optimal reconstruction algorithm for efficient estimation and image 
reconstruction. The new DH-PSF improves the Fisher information for 3D localization thereby 
increasing the fundamental precision over previous designs. These characteristics significantly 
advance earlier implementations of DH-PSF localization microscopy, and involve major 
innovations in PSF design, mask fabrication, statistical signal processing, as well as overall 
system integration with respect to earlier DH-PSF implementations [12]. Hence the new 
integrated methodology is termed Super-resolution Photon-efficient Imaging by Nanometric 
DH-PSF Localization of Emitters (or SPINDLE). 

Finally, SPINDLE experiments reveal 3D super-resolution imaging of microtubules in 
mammalian cells (Rat-Kangaroo Epithelial cells) with single-molecule sensitivity over the 
longest depth range demonstrated so far without focus scanning. The average experimental 
molecule localization precision (with ~30 background photons) is (σx, σy, σz) = (2.5, 3.8, 16.5) 
nm with 6000 collected photons and (σx, σy, σz) = (22, 29, 52) nm with 1100 photons. We 
further show that these numbers are very close to the theoretical precision limits. 

2. An information optimized DH-PSF design 

A DH-PSF is an engineered PSF which displays two lobes in the transverse plane that rotate 
with defocus [21]. Thus, the PSF forms a double-helix of light in 3D space for each and every 
point-like source. The advantage of this PSF is that the axial position of the imaged point 
source is encoded in the rotation of the two lobes. The pupil plane phase mask and the 
transverse slices of the DH-PSF for various defocus positions of a high NA microscope are 
shown in Figs. 1(a) and 1(b), respectively. The DH-PSF enhances the Fisher information for 
axial localization and can be used for 3D imaging applications like localization based 
microscopy [22], particle tracking [22–24], super-resolution imaging [12], depth ranging [25], 
profilometry and imaging optical tweezers [26]. The DH-PSF allows 3D localization of 
multiple sparse particles in a single image with high localization precision and longer depth-
of-field than other 3D localization methods [18], making it attractive for tracking and super-
resolution imaging. 

In localization microscopy applications there is always some level of unavoidable 
background noise, which affects the localization precision and the system resolution. To 
illustrate this, a comparison of the 3D localization precision limits from three alternative 
optical PSF choices is shown in Fig. 1(e). The fundamental localization precision of a system 
is determined by the PSF, the number of photons detected, the numerical aperture, and noise; 
along with other practical parameters such as PSF sampling. This fundamental limit is defined 
by the Cramer-Rao lower bound (CRB), which is the best achievable precision by any 

unbiased estimator,
estimator CRBσ ≥  [18,22,27]. For transverse shift-invariant and axial 

shift-variant systems, the CRB associated with localization along each of the three dimensions 
is a function of the axial position z. The CRB for 3D localization is defined as the arithmetic 
mean ( ) ( ) ( ) ( )( )3

1
3D X Y ZCRB z CRB z CRB z CRB z= + +  [18]. This metric is useful because it 

takes into account the isotropy of the PSF performance. In order to establish the precision 
performance of the system over a volume, we define the ( )3DAvg CRB , which provides the 

average achievable precision over a given range. In Fig. 1(e), the ( )3DAvg CRB for three 

systems – astigmatic [9], bi-plane [10], and DH-PSF [21], (labeled respectively as Astig, BP 
and DH-1 in the figure) are respectively shown for 1 µm imaging depth range, for standard 
experiment parameters and shot noise model. The original DH-PSF [21] design has been 
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widely used in microscopy and is hereafter referred to as DH-PSF-1. In this comparison all 
common parameters are equal while the astigmatic system has 400 nm separation between the 
two transverse foci and the bi-plane method has 500 nm separation between the two focal 
planes [10]. The CRB values are plotted as a function of the number of background photons. 
We notice that for a system with low background, the DH-PSF-1 performs better than the 
other two methods. The main strength of DH-PSF lies in the long depth-of-field [20]. 
However, from the CRB calculations we notice that as the background is increased, the DH-
PSF-1 performance degrades. This is because the energy in DH-PSF-1 is transversely spread 
relative to a diffraction limited spot. Hence, the signal to background per pixel decreases 
faster for the DH-PSF-1 system with increasing background, degrading the achievable 
precision. Similarly, the bi-plane system spreads out the PSF energy with defocus leading to a 
lower signal to background and decreasing precision. The astigmatic system, owing to its 
relatively smaller spread in the transverse plane, behaves better in the presence of high 
background. However in Ref [18]. it was shown that, by numerical design, it is possible to 
improve the performance of DH-PSF systems with respect to information theoretic measures. 
Here we present an analytic design method where the PSF performance is improved in terms 
of the information theoretic CRB with background noise, leading to improved precision as 
compared to other methods. 

 

Fig. 1. SPINDLE PSF design with background noise. (a) and (b) are two DH-PSF (DH-1 and 
DH-S) pupil plane phase masks. (c) and (d) are cross-sections of two PSF designs (DH-1 and 
DH-S) optimized for different depth ranges and background noise. From left to right the 
images show the simulated PSF at various defocus positions for a 1.45NA microscope and λ = 
660 nm. The scale bar is 500 nm. (e) Comparison of 3D localization methods via the Average 
Cramer Rao Bound (CRB3D) over 1 µm range with changing background. The calculation 
parameters for shot-noise limited CRB are 1.45NA 100X system, λ = 660 nm, pixel size = 16 
µm, 3000 detected photons at focus. No readout noise is assumed. 

Previous phase-only mask designs to generate a DH-PSF have relied on numerical 
optimization starting with an initial amplitude/phase mask generated by superposition of 
Gauss-Laguerre modes [18,21]. In contrast, here we generate the DH-PSF analytically as a 
superposition of vortex singularities in the pupil plane while the optimization is reduced to 
finding the number of vortices and their relative locations to achieve the desired 
characteristics (see also Sec. 2.1). To select the best DH-PSF for localization based super-
resolution in the presence of background noise, we minimize the average CRB3D for a range 
exceeding 1µm. The resulting DH-PSF is specifically used for SPINDLE experiments so it is 
henceforth referred to as DH-PSF-S. The phase mask function is shown in Fig. 1(b) and the 
transverse cross-sections of the corresponding PSF for different defocus positions are shown 
in Fig. 1(d). 

Figure 1(e) compares the average CRB3D of the DH-PSF-S (labeled as DH-S) with prior 
designs. The new DH-PSF-S not only provides the best precision for 3D localization 
experiments with high background but is also more confined transversely as shown in Fig. 
1(d). This is advantageous for super-resolution because more particles per image can be 
detected. For super-resolution PALM/STORM experiments, the PSF confinement translates 
into faster data acquisition. Note that for experiments with backgrounds up to about 40 
photons/pixel, the DH-PSF-S is best for 3D localization. Further, for different depth ranges 
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such as 800 nm and 2 µm the behavior follows the same trend (see section 6.2). For instance, 
for a longer depth range of 2 µm, the crossing point is 50 photons/pixel. The loss of precision 
for DH-PSF in the high background regime is explained by the larger spread as compared to 
the astigmatic PSF, which leads to lower signal to background ratio. Note that these results are 
for the shot noise limited case only. For other noise sources like EMCCD gain noise, the 
results may vary but the general trend is preserved. 

2.1 Analytic approach to Double-helix PSF generation 

In order to attain an analytic expression for the DH-PSF phase mask we apply the properties 
of propagating vortices and the theory of rotating beams [28,29]. We further note that 
numerically generated designs typically and distinctively contain a set of vortices lying along 
a straight line [22]. Therefore, we propose to describe the pupil plane phase mask 
mathematically by a set of vortex singularities on a straight line along a diameter of the pupil. 
In radial coordinates, this phase function is generated by the following equation: 

 ( ) ( )( )( ), exp arg
Mr ii kE r circ i re r epupil kk MR

θθθ ∏= −
=−

 
 
 

 (1) 

where (r,θ) are the pupil plane co-ordinates, R is the radius of the pupil aperture, M = (N-1)/2, 
N is the number of vortices and (rk,θk) is the location of the kth vortex. For DH-PSF-S, we 
used the CRB3D metric and found the optimal number of vortices N to be 9 with the distance 
between successive vortices a constant d = 0.66R (Fig. 1(b)). The phase mask has only three 
vortices located within the aperture while the other six are located outside but still have a 
significant effect on the phase in the aperture. 

 

Fig. 2. Influence on the PSF of the number and distribution of vortex singularities in the pupil 
function. (a) The left column shows the pupil phase function (phase mask) with an increasing 
number of vortex singularities N and constant spacing d between them. The corresponding in-
focus PSFs are shown in the right column. (b) Shows the change in the phase mask (left) and 
PSF at focus (right) as the spacing d increases with a constant N = 9. 

Each vortex is a singularity of the phase so at its center the amplitude is zero, forcing the 
energy away from the center line and concentrating as two lobes on two opposite sides. In this 
design all the singularities have equal charge of + 1. Because the singularities have the same 
charge there is rotation of the field pattern in the far field [29]. The particular location of the 
singularities along a line generates two lobes and hence a double helix in 3D space. The 
relative location of the singularities (rk,θk) and their number N is constant along the axial 
direction of the PSF. 

Figure 2(a) shows the effect of increasing N, the number of vortex singularities, on the in-
focus PSF. As N grows the diffracted energy is more confined in the two lobes of the PSF. On 
the other hand, Fig. 2(b) shows the effect of increasing the distance d among the vortex 
singularities. As d increases the two lobes of the PSF become closer, a direct result of the 
Fourier transform properties of wave propagation. 

Phase Mask PSF Phase Mask PSF
(a) (b)

N = 1

N = 5

N = 9
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From a physical point of view the vortices are responsible for the rotating wave [29] effect 
exerted on the emission pattern from each single molecule. From an engineering point of 
view, helical PSFs of different pitch, Strehl ratio, and depth of field can be generated by 
modifying just two parameters: N and d/R. Therefore, varying the number and spacing of 
singularities provides two significant degrees of freedom that enable flexibility in the design 
of the DH-PSF. Moreover, if desired, a nonperiodic array of vortices provides additional 
design freedom. The new flexibility in DH-PSF design makes these microscope systems well 
suited for a variety of biological applications. 

3. SPINDLE imaging - experimental details 

The SPINDLE microscope setup shown in Fig. 3 was custom built on an optical table with the 
optical axis parallel to the table. Imaging was done with a 1.45NA 100X Nikon (Melville, 
NY, USA) objective using an electron multiplying charged coupled device (Andor EMCCD 
iXon DU897E CS0 #BV, South Windsor, CT, USA). The slide containing stained cells was 
mounted in a rose chamber which was locked down on a nano-positioning stage (Physike 
Intrumente PZ 164E, Irvine, CA, USA). The 488 nm line of Argon ion laser (Coherent, Santa 
Clara, CA, USA) was used for activation and the 641 nm diode laser (Coherent Cube) was 
used for deactivation. The lasers are combined with dichroic mirror-1 from Semrock (FF 541-
SDi01-25x36, Rochester, NY, USA), to illuminate the sample uniformly with overlapping 
illumination. The lasers were used in synchronization with the EMCCD as shown in the 
acquisition/excitation scheme in Fig. 3. A digital pulse generator was used to control the 641 
laser directly and 488 laser with a fast mechanical shutter (Uniblitz LS2 shutter, Vincent 
Associates, Rochester, NY, USA). Imaging was done at 20Hz with 1 activation pulse 
followed by 3 or 4 deactivation pulses from the 641 laser. Deactivation power density of 1-2 
kW/cm2 and activation power density of < 2 W/cm2 was used. A polychroic mirror from 
Semrock (Di01-R405/488/561/635) was used to separate excitation and emission light. The 
emission was further filtered by two stacked dual-band filters (Semrock DBP FF01-538/685-
25 and Omega XF3470 540-700DBEM, Brattleboro, VT, USA). The dual-band filters allow 
detection of emission of reporter dye Alexa-647 and the activator dye Alexa-488. 

The DH-PSF was implemented by a 4F relay setup formed by two 100 mm focal length 
lenses (achromatic doublets, Edmund optics). The DH phase mask was placed at a plane 
conjugate to the pupil plane of the objective on an x-y-z translation stage. The DH mask was 
mounted on a magnetic kinematic mount to easily convert between a conventional and a DH-
PSF microscope. The DH mask has a diameter of 2.7 mm and acts as the limiting aperture 
therefore reducing the effective NA of the system to 1.35. The mask was fabricated by the 
gray-scale lithography process described in Ref [30]. 

To estimate the 3D position from a molecule image a calibration is required. The 
calibration slide is mounted on the piezo translation stage and moved in axial direction 
through the focus while continuously acquiring images of the system PSF by imaging isolated 
single fluorescent beads. The stage is moved in 50 nm steps through the focus. Images of the 
PSF at various positions of the translation stage are shown in Fig. 4(a). The average images at 
each position are then given to a phase-retrieval algorithm which returns the complex fields at 
those positions to recover the 3D PSF [20]. The x-z and y-z plots for the recovered 3D PSF are 
shown in Fig. 4(b). These complex fields in each transverse plane are then used by the 
maximum likelihood position estimation algorithm. 
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Fig. 3. Schematic of the SPINDLE microscope. The sample in the rose chamber is mounted on 
a piezo nanopositioner and imaged with a Nikon 1.45, 100X objective and 200 mm Nikon tube 
lens. The DH-PSF-S is implemented by a 4F relay setup formed by two 100 mm focal length 
lenses. The DH phase mask is placed at a plane conjugate to the pupil plane of the objective. 
The final image is formed on the EMCCD. The illumination lasers (641 nm Coherent Cube 
used for turn off and 488 nm Argon -ion for activation) are used in synchronization with the 
camera in the scheme shown on the top right. 

The SPINDLE data is analyzed with a custom written MATLAB code to generate super-
resolution images. Each image is analyzed to find potential molecule candidates and then 
position estimations done for those potential molecules. An example of the basic steps done in 
the process is shown in Fig. 4(c) and closely follows the method described in Ref [31]. The 
raw image is first smoothed with an average filter and then local peaks are found using 
appropriate parameters with non-maximum suppression [32]. The peaks above certain 
threshold of the background are selected and rough centers of the PSFs are found with peak 
positions of single lobes. The selected single molecule images are passed on to the 3D 
position estimator individually. We used maximum likelihood estimation (MLE) for position 
estimation which is based on phase-retrieval and is reported in Ref [20]. The maximum 
likelihood algorithm searches through the 3D PSF model to find the best match for the 
molecule image to determine its x, y and z position [20]. The noise process for the MLE was 
assumed to be Poisson. The axial position thus determined is corrected by a constant factor 
0.79 which arises due to the refractive index mismatch between the coverslip and the 
mounting medium of the sample. The refractive index of the mounting medium was 
determined to be 1.35 whereas for the glass it is 1.515. As reported previously in Ref [9]. and 
[33] the axial magnification factor due to index mismatch can be assumed to be constant 
within a few micrometers of the coverslip. 

We characterized the microscope by imaging and localizing a fluorescent bead in 3D as 
shown in Fig. 4(d). The precision value for each point in the curve is calculated with 1000 
estimations for an in-focus PSF. We observed that the experimental precision did not vary 
significantly with axial position of the emitter over the range of operation. The estimation was 
done with the phase-retrieval based MLE, which is also used in the single molecule 
experiment described below. The theoretically calculated CRB is also reported for comparison 
in Fig. 4(d). The CRB calculation is performed with all the experimental parameters i.e. with 
PSF images generated from the measured DH mask, the EMCCD noise model (see section 
6.7) with background of 1 photon/pixel, and NA1.35 100X, with detector pixel size of 16 µm 
at a wavelength of 670 nm. Note that the experiment follows closely the CRB, implying that 
the estimation algorithm is efficient. For instance, for 1100 photons the experimental 
precision is (σx, σy, σz) = (21,20,51) nm and for 6000 photons the precision is (σx, σy, σz) = 
(8,9,18). 
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Fig. 4. Calibration and Phase Retrieval Interpolation: (a) Images of the 3D DH-PSF for various 
defocus positions. This data is taken with red beads (660/680 200 nm diameter from 
Invitrogen) fixed on cover slide and used as calibration for SPINDLE data analysis. (b) Result 
of phase retrieval to create continuous 3D PSF. This is used for maximum likelihood 3D 
position estimation of molecules. (c) Flowchart for processing of SPINDLE data. The image 
from the camera is filtered and potential molecule candidates are found (marked with black 
asteriks). Each candidate image is passed on to the estimator to find 3D position and number of 
detected photons. (d) Experimentally determined precision of a fluorescent bead compared with 
the CRB calculated for a 1 photon/pixel background under experimental conditions (see text). 

4. 3D super-resolution imaging of microtubules with SPINDLE 

We imaged microtubules of fixed PtK1 cells (Rat-kangaroo kidney epithelial cells) tagged 
with a tubulin antibody labeled with a pair of dyes acting as reporter and activator. A 
combination of Alexa-647 and Alexa-488 dyes was used as a photo-switch. Alexa-647 is the 
reporter dye of which the emission is detected and Alexa-488 is the activator to control the 
emission of the reporter. During the experiments no significant anisotropic effects were 
observed due to the rotational freedom of the dyes. 

Figures 5(a)-5(d) show 3D super-resolution SPINDLE images of microtubules and a 
comparison with a normal wide field fluorescence image obtained using the same setup and 
high NA objective. In the super-resolution images, each localized single molecule is 
represented as a 2D Gaussian (scaled by the number of detected photons) and the colormap 
specifies the z dimension. The SPINDLE mask and experimental setup allow imaging over a 
depth of 1.2 µm. 

From biological imaging point of view the SPINDLE images are different in three 
remarkable aspects: First, many of the details of the microtubule network are now clearly 
visible while they were missing in the normal fluorescence image. Second, the SPINDLE 
image provides three-dimensional information which is missing in normal fluorescence 
imaging. For instance, the crossing of two microtubules is easily resolved and determined to 
be 159 nm apart in the axial (z) direction, as shown in Figs. 5(e) and 5(f). Third, the SPINDLE 
image has a longer depth of field as illustrated by comparison of the upper left corners of Figs. 
5(a) and 5(b). 

We estimate the diameter of a single microtubule using a histogram of localizations in the 
transverse and axial dimensions as shown in Figs. 5(g) and 5(h), showing a FWHM of 80 nm 
in the transverse and 134 nm in the axial directions. These measurements are consistent with 
prior reports for the diameter for an antibody-stained microtubule of 60 nm [34] and the 
experimental resolution (FWHM) of SPINDLE. 
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Fig. 5. (a) and (b) Comparison of classical fluorescence imaging and 3D SPINDLE imaging of 
tubulin of PtK1 cells (Rat Kangaroo Epithelial cells) using an antibody labeled with Alexa-647 
and Alexa-488 dyes. (c) and (d) Zoomed in view of the boxed region in (a) and (b) to show 
details of microtubule structure. Colormap shows the z position. Scale bars are 1µm. (e) shows 
side-view of the boxed region in (d) and (f) shows a histogram of axial localizations to show 
separation of microtubules in z (Media 1 - the microtubules are shown in 3D from different 
views ). (g) and (h) show transverse and axial cross-sections of the microtubule pointed with 
red arrow in (d) (Media 2 - the super-resolved microtubule is shown in 3D overlaid on the 
normal fluorescence image). 

To establish the performance of SPINDLE experiment we performed precision analysis on 
molecule data from the same microtubule experiment mentioned above. Molecules which 
were emitting in consecutive images were identified as one molecule and their mean and 
standard deviation was calculated. Although we found that approximately 70% of the 
molecules turned off after one image, the remaining 30% stayed on up to 10 images. Out of 
these, the molecules which were on for at least 4 images were used for the precision analysis. 

More details on the data analysis are provided in section 6.7. Figure 6(a) shows the 
calculated precision (standard deviation) with varying number of photons for each of the three 
dimensions. The error bars in the plot depend on the number of localizations used and the 
standard deviation value [35]. As expected, the precision increases with increasing number of 
photons. For comparison we also show the performance limit, √CRB, calculated for the same 
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experimental parameters (see section 6.7). It can be observed that for very low and high 
number of photons the estimated values approach the √CRB. For instance, for 1100 detected 
photons per image, the measured precisions are σ(x,y,z) = (22, 29, 52) nm, while the 
√Avg(CRB) values are σ(x,y,z) = (18, 23, 48) nm. Similarly for 5000 detected photons per 
image, the measured precisions are σ(x,y,z) = (7, 11, 22) nm, while the √Avg(CRB) values are 
σ(x,y,z) = (6.8, 7.5, 17) nm. Histograms of localization precision for 1100 and 5000 detected 
photons are shown in Figs. 6(b) and 6(c). The deviation in the estimated values from the 
√CRB can be attributed to over or under estimation of background value in the experiment 
and subsequent use in CRB calculation or the choice of the noise statistics affecting the 
estimator performance. The background value used here is the median value of 30 
photons/pixel but it varied from 20 to 60 photons for the entire set. For the estimator, the noise 
distribution was assumed to be Poisson. Improvements in the estimator to incorporate the 
noise distribution of the EMCCD camera could further improve the current precision values. 
The resolution values of (Δx,Δy,Δz) = (6,9,39) nm FWHM with 6000 photons per image is 
already an improvement over prior STORM experiments [9] while offering at least a 50% 
longer depth of field [9,11]. 

 
Fig. 6. Precision analysis of the SPINDLE data. (a) Precisions per localization in x, y and z 
directions for different number of photons per image. Theoretical √CRB values calculated for 
the same system parameters with 30 background photons/pixel and the probability density 
function for the EMCCD are shown for comparison with the experiment. The theoretical values 
correspond to √Avg(CRB) for 1.2 µm range. (b) and (c) Histograms of x, y and z estimated 
positions for molecules detected with 1100 photons and 5000 photons per image, respectively. 
The measured precision values for (b) and (c) are σ(x,y,z) = (22,29,52) nm and σ(x,y,z) = 
(7,11,22) nm. 

5. Conclusions 

The SPINDLE experiment demonstrates a 3D super-resolution system based on the DH-PSF 
as a flexible tool for biological imaging revealing details of structures at the nano-scale level. 
The SPINDLE method incorporates the advantage of a Fisher information optimized DH-PSF 
design, a photo-efficient PSF implementation with a polarization insensitive phase mask, and 
an optimal 3D position estimator to achieve long depth range super-resolution imaging with 
high precision. Further, the proposed analytic design approach provides insights into the 
influence of parameters such as number of vortices and distribution in the performance of 
helical PSFs. The new DH-PSF-S design improves performance in high background with a 
minor compromise in the depth range. It also demonstrates the inherent flexibility of PSF 
engineering to choose a DH-PSF based on the specific application requirement. For instance, 
specific DH-PSF designs can target long or short depth range or a low or high background 
noise environment. The surface relief phase mask increases the efficiency, ease and flexibility 
of use over the SLM based systems [30]. Furthermore, the phase retrieval based MLE for 3D 
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localization increases the precision over the widely used Centroid and Gaussian estimators 
[20]. 

With the combination of these capabilities SPINDLE shows super-resolution imaging of 
micro-tubules with photo-switchable red dyes like Alexa-647 even with low photon counts. 
Hence, photo-activatable proteins with lower quantum efficiency can also be used with 
SPINDLE [18]. Photo-switchable probes are also attractive for multi-color imaging with 
single wavelength detection making use of a single phase mask in the SPINDLE microscope 
[34]. 

6. Appendix 

6.1 PSF calculation 

The PSF images shown in Figs. 1 and 2 are calculated using the scalar paraxial model from 
their respective pupil functions. For high NA objectives and for isotropic emitters like 
fluorescent beads and randomly rotating dipoles the scalar paraxial model has been found to 
be a good approximation [36]. For the incoherent PSF in microscopy the transfer function is 
the pupil function of the microscope. Since we insert DH-PSF mask in the pupil plane 
(experimentally re-image the DH-PSF phase mask onto it), the DH-PSF phase mask is the 
transfer function. The 2D PSF images at different defocus positions of a microscope are 
computed by multiplying the transfer function by a quadratic phase factor, calculating the 
inverse Fourier transform, and then its modulo-squared value, given by: 

 ( ) ( ) ( )
2

1 2 2 2
, , , expPSF x y z H u v i NA dz u v

noil

π

λ
−= ℑ − +
   
  
   

  (2) 

where (u,v) are normalized pupil plane co-ordinates and H(u,v) is the pupil function, NA is the 
numerical aperture of the objective, noil is the refractive index of the oil and dz is the defocus 
distance and ℑ is the 2D Fourier transform operator. 

6.2 CRB comparison of different PSFs 

Figures 7(a) and 7(b) show a comparison of the average 3D CRB for the different localization 
methods. Here the axial range is 800 nm and 2 µm showing the behavior is consistent with 
Fig. 1(e). The DH-PSF-S provides the lowest CRB for experiments with background photons 
up to 40 - 50 photons/pixel. 

Figure 7(c) shows the CRB as a function of x, y and z directions with varying axial 
position of the emitter. CRB3D is the average of CRB for x, y and z. It is seen that the CRB for 
transverse dimensions are relatively flat as compared to the axial CRB. It is important to 
achieve a flat and uniform CRBz over the entire depth but we have observed that some loss of 
flatness is required to achieve a lower CRB by concentrating more energy in the two lobes 
[18,19]. We have optimized the DH-PSFs by keeping a low variation in CRBz while still 
achieving a low CRB3D. 

6.3 Labeling of PtK1 cells with photoswitching probes 

PtK1 cells were seeded onto glass coverslips and fixed when they reached ~70% confluency. 
Cells were rinsed rapidly with 37°C 1X PHEM buffer (60mM PIPES, 25mM HEPES, 10mM 
EGTA, 4mM MgSO4, pH 7.0) followed by lysis at 37°C for 5 min in freshly prepared lysis 
buffer (1X PHEM + 0.5% Triton-X-100). Cells were then fixed on the bench top for 3 min 
using ice cold methanol (95% methanol + 5mM EGTA) followed by an additional 20 min 
methanol fixation at −20°C. At room temperature, cells were then rehydrated with 1X PHEM 
then rinsed 3X5 min in PHEM-T (1X PHEM + 0.1% Triton-X-100) and blocked in 10% 
boiled donkey serum (BDS) in PHEM for 1 hr at room temperature. Microtubules were 
labeled with anti-alpha tubulin primary antibodies (Sigma-Aldrich, St. Louis, MO) diluted in 
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5% BDS for 12 hr at 4°C. Following primary antibody incubation, cells were rinsed 3X5 min 
in PHEM-T and then incubated for 45 min at room temperature with secondary antibodies. 
Secondary antibodies were double labeled with activator/reporter pairs according to the 
methods described in Bates et al [34]. Briefly, Alexa 647 and Alexa 488 (Invitrogen, Grand 
Island, NY) were conjugated onto secondary IgG antibodies with a stoichiometry of ~2 Alexa 
488 / 0.6 Alexa 647 molecules per antibody. Cells were then rinsed 3X5 min in PHEM-T and 
post fixed at room temperature for 10 min using freshly prepared 1% paraformaldehyde (Ted 
Pella Inc., Redding CA). Following post-fixation, cells were rinsed 3X5 min in PHEM-T and 
then stored in PHEM until imaging. Cells were mounted in Rose Chambers and immediately 
before filming, the chamber was filled with imaging buffer (50mM TRIS-HCl pH 8.8, 10mM 
NaCl, 10% glucose, 0.56mg/mL glucose oxidase (Sigma), 600µg/mL catalase (Roche Applied 
Science) and 100mM cysteamine (Sigma)). 

 
Fig. 7. (a)-(b) Comparison of 3D localization methods via the Average Cramer Rao Bound 
(CRB3D) over 800 nm and 2 µm ranges with changing background. The calculation parameters 
for shot-noise limited CRB are 1.45NA, λ = 660 nm, pixel size = 16 µm, 3000 detected photons 
at focus. (c) shows the CRB for each dimension (x,y and z) and the 3D CRB varying with z for 
background of 6 photons/pixel. 

6.4 Fiduciary beads on cell slides 

Fiduciary beads, 40 nm in diameter (660/680, Invitrogen), were applied to coverslips prior to 
the addition of cells. To 100 µL of 1X PBS, 1.5µl of fiduciary marker suspension was added, 
and of this suspension, 100µL was added to the coverslips and incubated for 4 hr at room 
temperature. Coverslips were washed once with 1X PBS, cells were added directly to these 
coverslips, grown to confluency, and then processed as described above. 

Fiduciary beads were used for monitoring drift in the SPINDLE experiment and for drift 
correction in post analysis of the data. The fiduciary bead was also used to keep the setup 
roughly in focus manually from time to time. About 1-2 beads were used for drift correction 
in each data analysis. 

6.5 Calibration beads 

For 3D position estimation with DH-PSF microscopy, a calibration has to be done. This is 
usually done right before or after the experiment. The calibration slide was prepared by 
making a dilution of bright beads (660/680 200 nm diameter from Invitrogen) in pure water 
and putting on the coverslip. The beads are allowed to dry for a few hours and the coverslip is 
washed twice with pure water. The coverslip is then stuck on the glass slide with imaging 
buffer filled in between them. 

6.6 Camera calibration 

For accurate calculation of the number of detected photons, the conversion factor m between 
photons and camera counts was determined. The obtained count value for each pixel is 
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divided by m to determine the number of photons. This was done by two methods which gave 
the same value for m. The experimental setup for both methods was the same which was to 
put a diffused light source in front of the objective to capture a uniform illumination on the 
camera. The light source is then turned off and camera shutter closed to capture dark/offset 
value with EM gain on and EM gain off. 

The first method determines the camera electron multiplication (EM) gain and the analog 
to digital (A/D) gain separately. The A/D gain was determined to be 10.69 for our camera 
settings by the method mentioned in [37]. The EM gain was found to be 300 (the same as 
software setting) by capturing the signal with EM gain on and EM gain off. The ratio of the 
(SignalEMon-DarkEMon)/(SignalEMoff-DarkEMoff) then gives the EM gain value. So the conversion 
value from counts to photons was m = 300/10.69 = 28 counts/photons. 

The second method to determine the conversion factor is to determine the conversion 
statistics for the camera and obtaining the parameters. In Refs [38]. and [39], it has been 
shown that for an electron-multiplying CCDs such as the Andor iXon DV-897-BV used here, 
the probability density function for the camera counts c is given by 

 ( ) ( ) 2, 1

c pp cpp mG c e c e BesselIp m
cm m

δ
− −−

= +
 
 
 

  (3) 

where p is the number of photons hitting the pixel, m is the camera conversion factor 
(counts/photons) and BesselI1 is the first order modified Bessel function of first kind. Uniform 
illumination images were acquired and offset corrected to plot the distribution of pixel values 
as shown in Fig. 8. By fitting the histogram with the probability distribution functions in Eq. 
(3), value of conversion factor m was obtained to be 27.4 counts/photons. The value of m is 
approximately the same for a camera with given settings independent of the illumination. 

 
Fig. 8. Determination of noise in the experiment. The histogram of pixel values was obtained 
by taking 200 frames and 200x200 window size. The histogram was fitted with the given 
EMCCD probability distribution. From this fitting, the parameter values obtained are m = 27.5 
camera counts per photons and p = 123 photons. 

6.7 Precision analysis and experimental CRB calculation 

To calculate the precision of position estimation in the microtubule experiment reported in the 
main text, molecules ON/emitting in consecutive images were identified and their weighted 
mean calculated. Molecule positions which were within 200 nm of each in transverse 
dimensions in consecutive images were identified as single molecules. For 30,000 frames 
collected, total estimations were 121,715. We observed that majority of emitters turned off 
after one image. The histogram in Fig. 9(a) shows the percentage of emitters ON for different 
number of images. Since ~70% of molecules were ON for single image experimental 
precision of these could not be calculated. But we found that distribution of number of 
collected photons across these single image emitters was same as those which were ON for 4 
or more images. Figures 9(b) and 9(c) show histograms of photons collected for molecules 
which were ON for single image and molecules which were on for 4 or more images, 
respectively. Hence, we can use the molecules which were ON for 4 or more images to 
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represent the precision for the entire data set. For calculating precision values for a given 
number of photons reported in Fig. 6, molecules within N ± ΔN/2 were selected. 

Calculation of the theoretical precision in Figs. 4(d) and 6(a), for x, y and z positions with 
varying number of photons was done by assuming the probability distribution function in Eq. 
(2) and experimentally determined value of m. The σ values in Fig. 6 are √Avg(CRB) for 1.2 
µm range around focus. The CRB calculation was done by method explained in Ref [40]. for 
NA 1.35 100X with detector pixel size of 16 µm at the wavelength of 670 nm. The DH-PSF 
images used for CRB calculation was simulated with the profilometer measurement of the 
phase relief mask. The background photon value was estimated for each molecule by method 
described in Ref [20]. The median value of 30 photons/pixel was used for CRB calculation in 
Fig. 6(a). 

 
Fig. 9. Statistical analysis of molecules with respect to number of cycles ON. (a) Histogram of 
molecules based on number of images they were ON in a SPINDLE experiment. Total number 
of estimations using 30,000 frames was 121715. The majority of molecules are ON for a single 
image. (b) Distribution of 55481 estimations which were found to be ON for a single image 
with the number of photons per image. (c) Distribution with number of photons per image for 
20820 estimations, each of which was found to be related to molecules ON four or more 
images in the experiment. The two distributions are similar showing that precision values (in 
Fig. 6) calculated from molecules which were ON for 4 or more images can be used for the 
entire data set, including the molecules which were ON for a single image. 

Figure 10 shows a classical fluorescence and super-resolution image of another 
microtubule region acquired with SPINDLE microscope. 1 µm depth of the region is shown in 
colormap of the super-resolution image. 

 

Fig. 10. (a) Normal fluorescence image of microtubules region and (b) 3D SPINDLE image of 
the same region. The depth is shown in colormap. 
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