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Abstract

Networks constructed from aggregated protein-protein interaction data are commonplace in
biology. But the studies these data are derived from were conducted with their own hypotheses
and foci. Focusing on data from budding yeast present in BioGRID, we determine that many of
the downstream signals present in network data are significantly impacted by biases in the original
data. We determine the degree to which selection bias in favor of biologically interesting bait
proteins goes down with study size, while we also find that promiscuity in prey contributes more
substantially in larger studies. We analyze interaction studies over time with respect to data in the
Gene Ontology and find that reproducibly observed interactions are less likely to favor
multifunctional proteins. We find strong alignment between co-expression and protein-protein
interaction data occurs only for extreme co-expression values, and use this data to suggest
candidates for targets likely to reveal novel biology in follow-up studies.
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Introduction

The use of protein-protein interaction (PPI) data to study gene function is a topic attracting
vigorous research interest, both from computational biologists who are developing
techniques, and from biologists wanting to exploit the enormous quantities of data that have
become available in the last decade. Multiple efforts have led to the collection of
interactions from the literature and their aggregation into large databases [1]. These data are
treated as a ready means of placing candidate genes into the context of existing information
for the purpose of identifying biologically-interpretable patterns, for example from genetics
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studies. The networks are used to find commonalities among candidate genes (e.g., network
based enrichment [2] ) or to hypothesize new functions for specific genes of interest using
“guilt by association” [3]. There are many other types of data that are used for networks, but
protein interactions form a basic component of most (if not all) network data integration
approaches [4]. Their wide application makes understanding the properties of the data of
increasing importance.

The convenience of interaction databases has enabled the comparatively uncritical use of
protein interaction data. In most applications of which we are aware, a database of
interactions is downloaded and used without much consideration given to the quality or
reliability of the data. While interactions can be assessed for evidence quality [5], there is no
gold standard way to do this. It is also common for bioinformatics researchers to proclaim
their approaches to be “unbiased”, without adequately defining what is meant, much less
explaining how such biases are measured [6, 7]. These problems form the motivation for the
current work.

Experiments that generate protein interaction data typically involve one or more “bait”
proteins used to identify “prey” interactors. Baits are typically selected by the investigator,
while the pool of possible preys is limited by technical or biological factors. There are
multiple types of bias that can arise from this situation. One is selection bias, which might
be most obvious in the form of the choice of baits, but could also occur in the degree to
which prey for those baits are accepted as valid. A second type of bias is what we call
laboratory bias, referring to the specificity of a given result to a particular experiment, and
are due to technical factors such as the choice of methodology and other less tangible
causes. Laboratory biases are not as explicit as selection bias, but can be partly inferred from
reproducibility across studies. The total number of unreplicated interactions provides a
relative measure of laboratory bias, while the number of times a bait is studied is a measure
of selection bias. We hypothesize that these two types of bias generally are traded off each
other when examined in aggregated databases. Large studies that use many baits might
publish results with less bias towards heavily-studied proteins, but then contribute a
proportionately larger amount of data to public repositories, increasing laboratory biases
(results specific to that study). In contrast small studies might select baits with a particular
goal (and expected prey) in mind, but contribute smaller amounts of data to the aggregate,
thus having less influence on overall laboratory bias. We predict that if one looks at the
contribution to aggregated PPI databases from small and large studies, these biases and their
tradeoff might be exposed.

We further hypothesize that this sense of bias tradeoff between large and small studies might
be present as a tradeoff between biological and technological effects in the detected
interactions (preys). Small studies may afford a greater possibility of examining the
identified interactions individually by hand. This may increase the degree to which they are
biased in favor of what is perceived by the investigator as interesting biology but should
decrease the degree to which technical artifacts contribute to results. In contrast, in large
studies, interactions that are “interesting” might not be specifically prioritized so we do not
expect as much experimenter bias toward prior biology, but technical artifacts (e.g., due to
protein stickiness) could have larger effects if less manual effort can be used to clean up the
results. In other words, if one is attempting to be unbiased in the biological sense, it is more
likely that technical artifacts will creep in since one is denied one way to identify them,
namely using biological prior knowledge of what is reasonable.

These contrasting senses of bias hinge on the degree to which we are willing to use prior
knowledge to select which observations are interesting; or to what degree we wish to use
uninformative priors. An excellent example is provided by a set of networks created by
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Marcotte and colleagues [8-10] (these networks are not constructed only from protein
interactions, but illustrate the point well). In their approach, interactions in the network are
down-weighted if they conflict with prior biological knowledge as defined by the Gene
Ontology (GO) [11], yielding a so-called “bias-reduced” network [8]. Thus connections
between genes with similar GO annotations are favored. The benefit is that many technical
artifacts are probably removed; the bias being reduced is the technical bias. At the same
time, this approach increases the degree to which prior biological knowledge contributes to
the network; the biological bias has been increased, leading to a potential “rich-get-richer”
problem (a version of the Matthew effect) [12].

In this paper, we use two data sources as the basis of comparisons to protein interactions.
The first is Gene Ontology annotations, which provide an invaluable way of characterizing
what is interesting to biologists. It captures both the definitions of attributes biologists want
to ascribe to genes (“functions™), as well as the knowledge linking genes to those functions.
While GO is incomplete, it may be incomplete in interesting ways that reflect biases that
show up in other contexts. Indeed, we have previously posited that the biases in GO capture
real properties of the body of knowledge and how it is used [13]. In this context the most
notable feature of GO is how the number of annotations varies from gene to gene, what we
call multifunctionality bias. The fact that the yeast histone deacetylase Sn3 complex
component RPD3 has over 200 directly annotated GO terms, while other complex members
(SIN3 and UMEL) have fewer than 30 GO terms each, is surely a reflection of “popularity”
(with researchers and GO curators) as well as biological and technical factors (such as actual
biological importance and ease of study). The impact of these disparities on computational
analysis of networks is the topic of previous work [13, 14]. We also previously described
how protein interaction databases are partly confounded with GO annotations, creating
opportunities for invalid joint interpretations due to circular logic [15]. However, for the
most part we have used protein interaction networks as monolithic entities with respect to
their input experiments. The biases we hypothesize above have not been explicitly
examined, although discordance among data sets has been previously explored [16, 17]. The
second data type we use in this paper is RNA co-expression. Co-expression, or correlated
expression, is often used as a means of identifying potential functional relationships based
on the idea that expression of two genes at the same place and time reflects shared needs of
the cell or co-regulation (guilt by association) [18]. While noisy, co-expression data is less
biased by prior biological knowledge than protein interactions because it is typically
measured simultaneously for all pairs of protein-coding genes [13].

Our goal in this paper is to examine some of the factors determining the properties of protein
interaction network data, burrowing into some of the messy details to identify and quantify
biases that have not previously been given much attention. We focus on protein interactions
from Saccharomyces cerevisiae (budding yeast), due to the relatively comprehensive nature
of the available data. Our strategy throughout is to dissect a large protein interaction
database (BioGRID) [1] into subsets based on criteria about the underlying studies, and
construct a protein interaction network using that subset. Then the incidence of a protein
(number of interactions in which it appears) within that network (and its status as a bait or
prey) is then quantified. We use data spanning multiple experimental types from a ten-year
period, allowing us to examine trends over time and the effects of methodology. We believe
many of the biases we observe involve trade-offs of various sorts, most of which are
defensible, but should be made explicit. Our results can help guide the design of protein
interaction studies, as well as the interpretation of the data and their use by other researchers.
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Materials and Methods

Protein-protein interaction data was obtained from the Biological General Repository for
Interaction Datasets (BioGRID) [1], version 3.2.100. The BioGRID -ALL-3.2.100.tab2.zip
file was downloaded and extracted. The interactions between proteins from Saccharomyces
cerevisiae (budding yeast) were mined from the file and only proteins from the same taxon
were used (taxonomy reference 559292). The set of interactions were further filtered for
only those labeled as “physical”. No further processing of the data was undertaken. This
yielded a dataset of 125,009 interactions among 5,795 proteins (the data also include
interactions of proteins with RNAs, which for the sake of simplicity we lump in with the
rest). Using each interaction’s associated PubMed 1D, the publication date was extracted
using in-house R scripts and the “annotate” R library [19]. Two-hundred and thirty-eight
interactions could not be resolved to a publication date at the month level and were
removed. Removing self-connections and those not assessable in the microarray data
described below yielded 114,736 connections across 5,457 genes.

Contaminant data from affinity-capture mass spectrometry (AC-MS) yeast experiments was
obtained from the CRAPome database [20]. The file crap_db_v1_flat file_yeast.xlsx was
downloaded and the columns pertaining to the Entrez gene ID and spectral counts for the 17
documented experiments were extracted into a text file. This file contained 1,390 proteins,
which mapped to 1,306 genes in the BioGRID data. Although the contaminant data
contained spectral measures of each protein in each experiment, we used a binary measure
of protein “crappiness”, i.e. the presence of the protein as a contaminant was enough to
consider the protein a “crappy” result. A measure of study “crappiness” was then calculated
as proportion by taking the number of interactions with either bait or prey that were in the
contaminants list and dividing over the total number of interactions of that study (N). A
measure of network crappiness was then taken as the mean crappiness of all studies of size
N or smaller.

A gene co-expression network was created using the method of Gillis and Pavlidis (2011)
[21]. Thirty microarray data sets generated from the Affymetrix Yeast Genome S98 Array
(GPL90) were downloaded from GEO using the “GEOquery” R package [22]. For each
expression data set, the data was quantile normalized with the “limma” R package [23]. The
data was then log2 transformed, and filtered to retain only probes annotated to open reading
frames. The platform contains 9,335 probes which mapped to 5,457 genes using the NCBI
Saccharomyeces cerevisiae.gene_info.gz data file. Probes with multiple genes were
discarded. Expression level intensities from the same gene were aggregated, taking the
median value. The Spearman correlation coefficient was calculated for each gene pair in the
expression data set. The networks were then aggregated by summing [21] and the final
matrix was re-ranked to obtain the final co-expression network. The names of the 30 data
sets are available in the supplement.

GO annotations for yeast genes were obtained from the GO Consortium and
multifunctionality calculated as described previously [13]. Briefly, the GO term annotations
were propagated in the ontology graph (transitive closure), and multifunctionality is
computed as

1
Numyy,, * Numgye,

Score(Gene , )= Z
i|Gene , €GO;
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where Num_in; is the number of genes within GO group i, and Num_out; is the number of
genes outside GO group i. Intuitively, a term contributes to the score for a gene in
proportion to how specific the term is. This definition comes about from a proof (presented
in [13]) that ranking genes by this scores provides a list that is optimal for a hypothetical
task of predicting gene function: given any GO term, the multifunctionality ranking will
give the highest mean performance in “predicting” genes annotated with that term (as
measured by a receiver operating characteristic curve), averaged over all GO terms.
Importantly, this ranking has a high explanatory value in the analyses of network algorithm
behaviour presented in [13]. Also note that this ranking is very similar to the one yielded by
simply counting the number of (propagated) annotations each gene has, so to a first
approximation one can think of multifunctionality as proportional to the number of GO
annotations. While more complex than the raw number of terms, the multifunctionality score
corrects for the fact that some GO terms are associated with widely varying numbers of
genes. In our results we open with using the number of GO annotations for simplicity of
exposition, but switch to the more appropriate multifunctionality score once the basic
concepts are clear.

We hypothesized that larger studies (where size refers to the numbers of baits tested) are less
biased with respect to biological knowledge. Our previous work showed that it is feasible to
quantify such bias by using GO annotations [13]. Thus we take the degree of GO annotation
of a gene (number of terms, or, in later sections, the multifunctionality score) to be a rough
measure of how interesting the gene and thus how likely it is to be selected for study. The
reasoning is that the more functions in which a gene is involved, the more likely any given
investigator will deem it relevant to the functions they study. Thus if smaller protein
interaction studies are more biased, then they should exhibit an elevation in the number of
GO terms per bait. To measure this we characterize each study by the median number of GO
terms attached to its baits, and compute the mean of these scores for studies of a given size
(number of baits). The correlation of this score with the study size is —0.83 (Supplementary
Figure 1, limiting ourselves to a bait size 1-10, the range in which there are sufficient data).
As the large standard deviation for a given study size suggests (Supplementary Figure 1), the
effect is fairly modest, although this is partially because most (80%) experiments use baits
with more than the average numbers of GO annotations, regardless of study size.
Importantly, the effect is not as dramatic (though still very significant) if we don’t average
across studies, because the apparent bias is weak on a per-study basis (correlation —0.08,
p<1E-7. Despite the weakness of this bias in any given study, the aggregate effects have
important implications as we describe below.

Bias in the choice of which proteins to study is potentially important because we have
shown that more highly annotated genes tend to have more interactions [13]. We confirmed
this effect here: more interactions are found for baits with more GO terms in aggregate. The
correlation is 0.09 (p~4E-8) across all studies with a weaker but still significant effect across
small studies (20 or fewer baits, r=0.05, p,<0.01). This is calculated on a per protein level
(i.e., allowing multiple studies to contribute interactions). Note that in simulations, we find
that if a gene ranking has a correlation of just 0.1 with GO multifunctionality, enrichment
analysis of that list yields hundreds of enriched GO terms (approximately 500 on average;
manuscript in preparation). Similarly, even comparatively weak correlations with
multifunctionality in network structure can be sufficient to drive the outcome of
computational analyses of function [13]. In agreement with the observation above that the
per-study effects are weak, if we switch to treating each bait use as distinct instead of
aggregating across studies, there is almost no correlation between the number of preys
reported and the number of GO terms (r=-0.01, not significant).
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To summarize so far, smaller studies use more annotated baits on average and more
annotated proteins yield more interactions in aggregate, but these effects are much less
apparent (if at all) when looking at any individual study. This means that we would predict
little correlation between the number of baits in a given experiment and the number of preys
reported per bait. The correlation is —0.005 (p~0.7, again, restricting ourselves to studies of
size 20 or less).

In the remainder of our analysis, we focus on biases in aggregated data (where aggregation
is performed on different subsets of the data). This is appropriate because the downstream
applications of protein interactions that motivated our study almost always use data
aggregated across numerous studies (e.g. BioGRID), and as described above signals readily
emerge in the aggregated data that are difficult to detect in single studies. In particular we
focus on annotation bias, meaning the relationship between the numbers of interactions and
degree of annotation. A protein interaction network where interaction number is very
correlated with number of GO terms is said to be more biologically biased. This is a key
parameter because drawing biological conclusions from the network almost always relies on
its relationship to prior biological knowledge (e.g. GO), and the annotation bias is a major
confound [13]. We also switch to using the more precise multifunctionality score instead of
raw GO term counts.

Recasting the questions addressed above in the context of aggregated data, we hypothesize
that an interaction network built only from small studies would show greater annotation bias
than one where larger studies are included. Thus there should be a correlation between the
number of interactions a bait has (“incidence”) and the GO multifunctionality of the
proteins, but this correlation should be conditional on the size of the studies included.
Taking a sliding threshold on the study size such that we analyze studies meeting a
minimum number of baits (see schematic in Figure 1A), we find that the correlation with
GO (the annotation bias) generally decreases as studies with fewer baits are excluded
(Figure 1B, black line). That is, in small studies, researchers tend to find bait interactions
when those baits are already more heavily annotated. We also wondered if we might see a
similar effect in the prey (interactors); we hypothesized that large studies would tend to
yield less-biased prey, essentially due to the same influences we predict for baits (more
uniform treatment of results and less experimenter influence). In fact we observed the
opposite: studies that use many baits end up with preys that are more biased towards highly-
annotated proteins (Figure 1B, grey line). A possible explanation for this prey selection
effect is provided by our analysis of the CRAPome, described later, in that contaminants
tend to be more highly annotated.

It is still reasonable to ask to what extent this trend in the overall network is reflected in
individual experiments. The most salient point in Figure 1B is the opposing pattern for preys
and baits, and the fact it diminishes over modest increases in study size. This can be
formally quantified on a per-study level by asking whether we can use the correlation with
multifunctionality as a predictor of which proteins are baits in a given experiment. This
yields significant predictive performance (AUROC~0.6, p<0.05 binomial test for each group
of 100 experiments shown) and this performance significantly declines (Spearman r~—0.36,
p<0.05, permutation test) over the range of study sizes shown (for which there is sufficient
data; Supplementary Figure 2). Thus, the trends contributing to the network overall appear
to be present in individual experiments.

We were interested in having an orthogonal reference data set to compare to the protein
interactions. We choose RNA co-expression, which is noisy but not very biased by prior
knowledge, especially when aggregated across studies [13]. Repeating the analysis of Figure
1B, but replacing GO multifunctionality with co-expression node degree, shows a weaker
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trend (Figure 1C; note the difference from 1B in y-axis scale). Small studies show a
detectable bias towards baits with high co-expression node degree (this is unsurprising
because co-expression node degree is also correlated with GO multifunctionality), but for
prey the relationship flattens out in studies when considering studies that have more than
one bait (Figure 1C, grey line).

We next asked if these biases are changing over time. Figure 2 shows that the alignment
between protein interaction and GO is quite jumpy due to the effect of large studies. First, in
Figure 2A we plot how many yeast protein interactions were added to BioGRID over time.
The spikes are largely due to large studies added at that time point. A breakdown of these
data by experiment type is given in Figure 2B (binned by quarters). On a per-interaction
basis, affinity capture-mass spectrometry (AC-MS) data has had a very large effect,
contributing 57,960 out of a total of 114,736 interaction reports; however, this is due to only
316 publications out of 6,368 in total (that is, ~5% of the publications contribute over half
the interactions), indicating a substantial interplay between the magnitude of laboratory bias
(as indicated by study-specific interactions) and experimental technique.

In Figure 2C and D, we plot correlations measured as outlined in Figure 1A, over time
(without any stratification by study size). The data from Figure 2A is under-plotted in grey
for ease of comparison. For GO multifunctionality, the correlation with the number of times
a protein appeared generally rose until just prior to 2010, at which point it dropped and
remained. Throughout the time course, jumps are both up and down. For co-expression, the
correlation is both lower to begin with (note the difference in scales between 2C and 2D)
and steadily declining till about 2009, with most large jumps being downward. We can see
the contributions of large studies by tracing the number of interactions added to BioGRID
over a very fine time interval. The large studies have clear and substantial contributions to
our analysis of the network (that is, the large spikes in 2A often correspond to jumps in 2C).

The results thus far indicate that as we predicted, large studies generally decrease bias
towards already highly-annotated proteins. This occurs despite their tendency to select for
more highly-studied preys, because they more strongly reduce bait bias. The impact of larger
studies can be emphasized by plotting how many interactions studies of different sizes
contribute (Figure 3A). While the numerous small studies contribute much in aggregate (the
peak between one and twenty interactions), a small number of large studies (providing 1,000
or more interactions each) dominate. There has also been a trend over time of an increase in
the average number of interactions found per bait (Figure 3B). Again, this could reflect more
sensitive methods (a type of laboratory bias), more informed choices of baits to favor those
that will yield interactions (better use of prior knowledge) or more noisy results (more
technical artifacts). We can see both biological and technical bias contribute to the data
overall (Figure 3C) since small studies (expected to be more biology-biased) sometimes
contribute very large numbers of interactions for a single bait (for example [24], which
contributes hundreds of interactions for GIS2) while large studies (less biology-biased) are
not as extreme (per bait) but still generally larger than the very small studies.

The change in number of interactions per bait over time tracks the number of times those
interactions are observed (either before or after when a study reports it) (Figure 3D). We
term this the reproducibility and calculate its average for all studies up to a given date (the x-
axis in Figure 3D). Reproducibility is tending to drop: that is, interactions which are
currently being contributed to the aggregate database are increasingly likely to be novel.
This effect is partially a reflection of the degree to which interactions observed long ago are
more likely to have been observed again. However, together with the data in Figure 3B, it
suggests that the additional interactions observed per bait have generally reflected changing
experimenter standards, towards either novel interactions or weaker evidence. The data in
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Figure 3D isn’t particularly influenced by large studies since each study counts equally
regardless of size. At the same time, we note that smaller studies tend to have higher
reproducibility, with a mean of 4.6 for interactions from studies reporting only one
interaction compared to 1.48 for interactions from any study.

We next considered in more detail how co-expression relates to protein interactions. High
co-expression is very well aligned with the protein interaction at the extreme, but the trends
are otherwise weak (Figure 4). More interestingly, the reproducibility of the interactions (as
per Figure 3D) doesn’t seem to account for the trend: both “poorly-reproduced” and “highly-
reproduced” interactions are represented among highly co-expressed genes. In Table 1 we
offer a list of proposed interesting but poorly-studied baits based on those which have high
co-expression and low GO multifunctionality.

The lack of a pattern in reproducibility (that is, reproducibility is not predicted by high co-
expression) is highlighted when we look the effect of changing GO annotations (Figure 5).
In this analysis we allow the GO annotations to vary over time, holding the protein
interaction data constant (whereas in the analyses thus far we used a single recent version of
the GO annotations while varying the protein interaction data available over time). This
isolates the effects of changes in GO. Figure 5 shows correlations between the number of
interactions present in the data for each protein and the protein multifunctionality, for a
given GO version. We see that changes in GO result in dramatic shifts in overlap with
interactions, suggesting that GO is not very safe to use as a gold standard. On the other
hand, within each GO time point higher reproducibility is associated with a lower bias
towards prior biological knowledge, confirming that the results of Figure 4 are not a quirk of
a particular GO annotation set. Together these results indicate that an interaction is more
likely to be seen again (reproduced) if it does not involve a highly multifunctional protein.
The meaning of this is unclear, without knowing the number of times the proteins have been
studied (counting them would require knowing about negative results, which are difficult to
document in this context, and obviously not included in BioGRID). As it stands this effect
could accurately reflect the robustness of results or could reflect experimenter biases toward
novelty. The latter possibility would be consistent with the increasing trend of the grey line
in Figure 1B. The importance of accounting for the number of times an interaction is tested
in considering evidence is also borne out by previous reports that some interactions are
found just a result of both proteins in a pair being studied more [25]. This makes placing too
much emphasis on current estimates of reproducibility problematic, if one is attempting to
filter out “technical artifacts”; part of what is more reproducible is the biological preferences
of investigators or the technical artifacts in data.

We identified some evidence that artifacts, and not just preference for interesting biology,
play a role by assessing the network, using the recently published CRAPome [20]. The
CRAPome documents proteins which are found in AC-MS studies as non-specific preys,
and thus are likely to represent non-biologically-relevant artifacts. We find that networks
constructed using studies of a given size or smaller become more likely to involve “crappy”
proteins as the number of baits decreases (Figure 6A). This overlap between researcher
preferences (hopefully reflecting biological interest) and crappiness can likewise be seen in
the distribution GO terms for crappy genes; crappy genes very rarely have very few GO
terms and have significantly more than non-crappy genes overall (Figure 6B; p<0.05, Mann-
Whitney test). This result provides one possible explanation for the tendency of large studies
to exhibit more prey bias toward highly-annotated proteins (Figure 1B): contaminants tend
to be annotated, and large studies may be less selective in reporting preys (as we originally
hypothesized). But where possible, researchers presumably respond to the influence of
crappiness and prior biological knowledge and filter their data accordingly. While this tactic
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is often correct, our co-expression analysis (Figure 4) suggests it is also a way of missing out
on results involving less-studied proteins.

Discussion

Our analysis of yeast protein interaction data provides support for the impact of two
competing types of bias in the data. One bias is towards using prior biological knowledge in
the selection of baits and preys; that is, the degree to which a bait or prey is likely to occur in
a study (through direct selection or filtering). Small studies tend to have more bait selection
bias but comparatively little prey selection bias (Figure 1B) while individual large studies
cause drastic changes in network structure (Figure 2C). Biases present in protein interaction
data have been previously discussed [26, 27]; however, the focus has been on
methodological complementarities or overlaps among different data sources. Rather than
simply considering these as problems to be cleaned from some idealized version of the data,
we believe the competing demands which come into play in aggregating protein-protein
interaction data makes it an ideal data set for the assessment of literature and researcher
biases. These are pressing concerns, particularly in genomics research [28], where protein-
protein interaction data finds extensive use.

Regardless of the precise cause of the trends we observe, they add to a body of evidence
making it increasingly clear that the attempts of researchers to turn to protein interaction
networks to interpret their own data are deeply problematic. It is well-documented that
protein interaction data are perceived as noisy and incomplete. The generally proposed
solution to the noise problem is reproducibility (weeding out false positives), while data
integration is an answer to the incomplete nature of any single data source (reducing false
negatives). But these approaches, applied uncritically, have tradeoffs. Our experiments in
particular highlight the tradeoff between laboratory and selection biases. Using prior
knowledge to remove technical artifacts is also a way to accidentally remove previously
unknown biology. We argue that GO and co-expression data are two useful ways to measure
these effects. There are good agreements between co-expression and protein interactions.
Because co-expression is relatively unbiased with respect to prior biological knowledge, we
propose it is a way to help prioritize baits for study.

The comparison of GO to the protein interactions suggests that prior knowledge has had
somewhat complex and perhaps perverse effects on reproducibility. The data indicate that
researchers use prior knowledge to prioritize or de-prioritize baits and preys, but it is not
completely clear how or why this happens. The data at hand (especially on the inner
workings of the research groups that submit data to BioGRID) are too limited to allow a
clear interpretation.

In this paper we have used BioGRID data “as is”, without any filtering or processing. It is
reasonable to ask whether biologist’s applications of the PPI data are as naive. Our
experience suggests that uncritical use of PPI data is prevalent. One prominent example
(published after completion of our analysis) is illustrative of what we observe to be general
trends, and also shows how the biases we have identified can play a critical role. Gulsuner
and colleagues (2013) attempted to characterize the properties of de novo DNA sequence
variants in schizophrenic individuals [29]. Genes harboring such variants might play a role
in schizophrenia, but the false positive rate in detecting them is high, as such variants occur
at a similar rate in unaffected individuals (outside of rare nonsense variants). To identify
properties of these genes that would more clearly distinguish them from those mutated in
controls, Gulsuner et al. downloaded all the physical interactions present in a particular
tool’s database (GeneMANIA, [30]), which obtains data from other databases (e.g., Pathway
Commons[31]) which in turn obtains their data from other databases, including BioGRID. In
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this manner, Gulsuner et al. found 753,875 unique interactions across 12,010 proteins; no
filtering or other processing was applied. Gulsuner et al. report higher connectivity in this
network for their schizophrenia candidate genes compared to genes found mutated in
controls, and interpret this as pointing to the clinical relevance of the mutations. What would
we expect if the biases we have identified are important? A simple way to examine the
effect of selection bias is to look at the number of their candidate genes which are in the
network at all; this turns out to be only 18 out of 54. That is, selection bias within the
protein interaction data leads to the majority of candidate genes being uncharacterized. This
extreme bias and its overlap with selection biases in other domains (e.g. the Gene Ontology)
have profound implications for the interpretation of the result reported by Gulsuner et al. In
addition, we noted that the vast majority of the 750K interactions were subsequently
removed from GeneMANIA (but well before Gulsuner et al.’s work was published),
reducing the number to 93K unique interactions. For example, data derived from a study of
the human autophagy system [32] went from erroneously adding interactions for every
protein pair tested — nearly 200K interactions — to under 700. Other large sources of
interactions, such as more than 150K entries from [33], were completely removed for
reasons that are less clear. While anecdotal, the example of Gulsuner et al. is not unique.
Many biologists use PPI data “as is”, and are apparently unaware of the potential volatility
of the data and the biases present. Our results should help highlight the potential for these
problems to impact research.

Assuming for the sake of argument that at least some of the factors leading to bias are under
direct control of investigators, our work leads to some recommendations. Researchers who
generate PPI data should be cognizant of the tradeoffs between selection and laboratory bias
when designing their studies and post-processing the results. For example, filtering results
for what is deemed likely to be most replicable is risky if replicability is defined in any way
using prior biological knowledge. Ideally researchers would document the procedures they
use to do final data filtering, and if possible standardize them. A good first step would be to
provide both unfiltered and filtered data, which would allow more direct measurement of the
effects of prior knowledge. Currently to our knowledge resources such as BioGRID do not
provide the ability to include confidence or quality measures with submissions. This would
be a valuable addition, especially if the measures were standardized. We have also
uncovered signs of data sets that have both high selection and laboratory bias: single yeast
baits that have hundreds of interactors are outliers. Such studies greatly alter the network
properties of the individual protein in question, which can cause serious problems for later
interpretation. For users of the PPI data, removing such studies would probably be
beneficial.

There are some caveats and limitations to our study that suggest avenues for future work.
We only examined the yeast interactions in BioGRID. We hypothesize the same trends
would be detectable in other species and/or databases. We emphasize that these trends are
present in the face of much heterogeneity in the data, especially among small studies; there
are plenty of exceptions to the trends. This noisiness, as well as limits to the annotations of
the data, makes it difficult to definitively map the trends we see onto conscious or
unconscious actions of researchers. We hope our analysis stimulates further research in this
area.

Supplementary Material
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Significance

Protein-protein interaction data finds particularly heavy use in the interpretation of
disease-causal variants. In principle, network data allows researchers to find novel
commonalities among candidate genes. In this study, we detail several of the most salient
biases contributing to aggregated protein-protein interaction databases. We find strong
evidence for the role of selection and laboratory biases. Many of these effects contribute
to the commonalities researchers find for disease genes. In order for characterization of
disease genes and their interactions to not simply be an artifact of researcher preference,
it is imperative to identify data biases explicitly. Based on this, we also suggest ways to
move forward in producing candidates less influenced by prior knowledge.
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Figure 1.

Relationships between study size and external knowledge. A: Schematic explaining the data
and analysis shown in B and C (bait analysis illustrated). The number of studies each bait
appears in was computed. Then the subset of studies at or below the threshold number of
baits N was selected. Within this subset, the number of interaction each bait had was
correlated with either multifunctionality (plotted in B) or co-expression node degree (plotted
in C). This was repeated for each threshold of N up to 20 baits. B: Relation between study
size (number of baits) and agreement with GO, for baits (black line) and preys (grey line).
C: As in B but using co-expression instead of GO as the comparator.
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Figure 3.

Relationships between study size and relative contributions to the aggregate data. A: The
number of interaction contributed per study is plotted relative to how many interactions are
contributed to the database for all studies with that size of contribution. Thus studies
contributing just one interaction contribute a total of about 1800 interactions; the number of
studies per bin drops so there is only one study contributing to the right-most data point. B:
The number of interactions per bait has increased over time. C: The subset of data used in A
derived from bait-prey studies, but plotted on a per-study basis. Each point represents a
single study. The data are slightly jittered to reduce overlap, and points further from the bulk
of the data are larger to ensure visibility. D: At each time point, we calculate and plot the
reproducibility of all studies conducted up to that time; reproducibility is dropping over
time. Here reproducibility is defined as the number of times which an interaction is observed
in the database (either before or after the study). The black dots show how often an
interaction is reproduced in any study, while the grey dots are restricted to bait-prey studies.

J Proteomics. Author manuscript; available in PMC 2015 April 04.



1dussnuein Joyny vd-HIN 1duosnueln Joyny vd-HIN

1duosnuey JoyIny vd-HIN

Gillisetal. Page 18

2000 [

6000
Reproducibility

0 5o, W]
c Low High
o
IE
@ 4000r
| =
(]
I=
= 3000~
(T
o
—
o
2
S
=
P4

1000 ¢

0
0O 01 02 03 04 05 06 07 08 09 1

Co—expression rank

Figure4.

Relationship between co-expression and protein interactions. The distribution of co-
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reproducibility are shown in shades of grey. There are about 5,769 interactions that are
strongly supported by co-expression data.
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Correlations between current protein interaction incidence and GO multifunctionality
assessed across versions of GO for different levels of reproducibility (reproduced 1,2,3,4 or
5 times). Changes in GO over time substantially alter the correlation to the network data,
and reproducible interactions are less correlated with protein incidence in GO.
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CRAPome proteins are not clearly removed by selection biases. A: Building networks from
smaller studies (using data only below a given threshold) does not yield fewer interactions
involving CRAPome members. B) The distribution of numbers of GO annotations per
protein for CRAPome proteins (solid line) and all other proteins (dashed line).
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Table 1

Suggested candidates for future protein-protein interaction studies. The genes were selected based on having
many high-quality co-expression links (scoring in the top 1%), few GO annotations, and few previous reports
of interactions. Their potential interactors based on coexpression are also shown.

Gene Symbol  # Co-expression links

# Previousreports

Predicted I nteractions (top 5)

YLR149C 360

3

YJL163C, YNL115C, USV1, TPSL, YLR312C

UGXx2 355

2

NDE2, DCS2, TMAL7, ATG7, YHR138C

YGR127W 304

1

TFSL, RTC3, YGP1, SOD2, YKL091C

TSR4 400 2 ELP3, NIP7, NOC2, TRM11, DBP9
MSC1 329 1 DCS2, GPX1, ECM4, PAI3, RTN2
YNL195C 237 0 YNL194C, PHM7, USV1, TKL2, RTN2
YER121W 258 2 UIP4, PBI2, ATG34, GPX1, STF2
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