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ABSTRACT A theoretical account is given for long- and
short-term changes in populations of neurons subject to inde-
pendent rules for pre- and postsynaptic modification. The
postsynaptic rule proposes that coactivated heterosynaptic in-
puts to a neuron alter the states of ion channels at a given
synapse, thereby changing the susceptibility of these channels
to local biochemical alterations. The resultant change in the
population distribution of local channel states affects the post-
synaptic potential produced at the synapse by subsequent in-
puts. This postsynaptic rule applies, in general, to short-term
changes at specific individual synapses. In contrast, the pre-
synaptic rule applies in general to long-term changes in the
whole neuron, resulting in an altered probability of transmit-
ter release. Because of neuroanatomical constraints, the pre-
synaptic rule affects large numbers of synapses defined by the
connectivity of that neuron and distributed nonspecifically
over the population. We show that the combined action of the
two independent rules upon populations of neurons arrayed in
interconnected neuronal groups leads to consistent alterations
of the probability of firing of certain circuits while maintain-
ing variability in the response of the population to novel input.
This “dual rules” model fulfills the requirements of the theory
of neuronal group selection.

In this paper, we propose to apply rules for both pre- and
postsynaptic modifications to populations of neurons. Our
aim is to account for alterations in synaptic strength consist-
ent with the theory of neuronal group selection (1-4). This
theory is based on the idea that the nervous system operates
as a selective system (akin to natural selection in evolu-
tion)—i.e., during somatic time, particular groups of inter-
connected neurons are selected over other groups. Groups
are delineated by the strengths of their synaptic connections;
neurons within a group are more tightly coupled than neu-
rons in different groups and tend to share functional proper-
ties such as receptive fields. Modification of synaptic effica-
cy serves as the principal mechanism for the selection of
groups and for their competitive interactions.

According to the present proposal, postsynaptic modifica-
tions introduce specificity and context-dependence to short-
term changes within a network, whereas presynaptic modifi-
cations effect long-term changes in the distribution of subse-
quent short-term modifications. We demonstrate that
independent presynaptic and postsynaptic mechanisms act-
ing together over the same period can account for (i) the ex-
istence of heterosynaptic as well as homosynaptic modifica-
tions; (if) the occurrence of stable network changes over sev-
eral different time scales; (iii) the coexistence of long- and
short-term changes based upon synaptic modifications dis-
tributed within the same network; (iv) the requirement that
long- and short-term modifications be related to each other
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despite independent biochemical mechanisms of pre- and
postsynaptic change. The fundamental aspect of the present
proposal is the analysis of the interaction of the two rules
within a specified network. This analysis suggests that the
two interacting mechanisms can only function adequately if
the network is organized into neuronal groups.

Postsynaptic Modifications

In discussing modifications of postsynaptic efficacy—i.e.,
changes in the potential generated at a particular synapse in
response to a fixed quantity of transmitter—we consider
both the contributions of the presynaptic inputs to the given
synapse (homosynaptic inputs) and the contributions of the
inputs to other synapses on the neuron (heterosynaptic in-
puts). The postsynaptic rule involves a family of local bio-
chemical alterations of postsynaptic structures triggered by
modifying substances or enzymes. In its most general form,
this rule states that it is the positional pattern and timing of
heterosynaptic inputs with respect to the homosynaptic in-
puts to a given synapse that governs the change in postsyn-
aptic efficacy induced by a modifying substance at that syn-
apse. Various mechanisms may be responsible for communi-
cation of heterosynaptic effects: intracellular diffusion of
modifying substances or messengers, paracrine diffusion,
cell surface modulation, and active or electrotonic conduc-
tion. Any one or more of these mechanisms are compatible
with the postsynaptic rule and with our combined model of
interactions of different rules within a network. Here we dis-
cuss only the last mechanism in detail because it is exempla-
ry; its plausibility depends most critically on temporal and
morphological constraints and many of these constraints ap-
ply to the other mechanisms.

In this specific example, homosynaptic inputs give rise to
a substance that modifies local voltage-sensitive channels,
but the susceptibility of these channels to modification is al-
tered by heterosynaptic inputs (Fig. 1). We assume that the
result of the biochemical modification is a change in the volt-
age-dependent probability of the channel switching between
functional states—e.g., open, closed, inactivated. Such a
modification would alter the PSP evoked by subsequent ho-
mosynaptic inputs, as well as the sensitivity to heterosynap-
tic inputs. The main assumption is that the local biochemical
modifications are state-dependent: the probability of modi-
fying a channel depends upon its functional state. Conducted
voltages from other synapses will transiently alter the ratio
of voltage-sensitive channels in the different possible func-
tional states (hereinafter referred to as the channel popula-
tion distribution) and thereby alter the number of channels -
susceptible to modification.

Our chief task in this section is to show that the magnitude
of electrotonically conducted voltages can be sufficient to
affect local modifications. Consider first the constraints on

Abbreviation: PSP, postsynaptic potential.
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Fi1G. 1. Operation of one possible mechanism for the postsynap-
tic rule. Schematic of four synapses on a bifurcating dendritic arbor.
Shaded rectangles represent open or closed receptor-operated chan-
nels (ROCs); shaded triangles represent voltage-sensitive channels
(VSCs). Transmitter (7;) binding to the lower right synapse acti-
vates the receptor-associated structure (shaded square = inactivat-
ed; shaded circle = activated) and begins a biochemical cascade pro-
ducing modifying substance, M. M modifies local VSCs in the ap-
propriate voltage-dependent state. Binding of transmitter, T, at the
leftmost synapse leads to a local postsynaptic potential (PSP) (AV),
which is electronically conducted to other synapses (dashed line),
changing the state of their VSCs. The voltage change reaches the
lower right synapse (dotted line) at a time when the concentration of
modifying substance is high, leading to increased modification of the
VSCs and a change in the channel population distribution. The other
synapses are not modified because the relative timing of local trans-
mitter binding (e.g., 75 has not yet bound) and heterosynaptic inputs
do not meet the permissive conditions.

the relative timing of inputs. Suppose that homosynaptic in-
puts lead to production of modifying substance persisting for
a time ¢, after a lag time of # and that conducted heterosyn-
aptic inputs produce a local change in membrane potential
persisting for a time ¢, after a conduction delay of ¢,. Then a
necessary constraint on modification is that heterosynaptic
inputs occur within a time window starting (t; + ¢, — ;) be-
fore the homosynaptic inputs and ending at a time (t; + ¢, —
t,) after them. If either of these quantities is negative for a
given synapse, then presentation of the inputs in that partic-
ular order will not lead to a modification.

The state-dependent aspect of the biochemical modifica-
tion can be represented by the simple two-state model shown
in Fig. 2, in which M is the concentration of modifying sub-
stance. A represents the active state and I is the inactive
state of a channel; we suppose that only channels in the inac-
tive state can be modified. Decay of the modification may
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FiG. 2. Reaction scheme for biochemical modification. The dia-
gram represents a simplified case in which channels are in one of
only two states: an active state, A, or an inactive state, I. State-
specific modification is illustrated by the conversion of I to I* (but
not A to A*) in the presence of modifying substance, M. Modifica-
tion changes the voltage-dependent opening and closing parameters,
a(V) and b(V), to a*(V) and b*(V), respectively. The forward and
backward rate constants for the modification step are K, and K,.
Decay of modification can also occnr from state A* with rate con-
stant K,,, which may be assumed equal to K, implying that decay
of modification is not state-dependent.
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also be state-specific, but for simplicity we assume that it is
not: thus, k,, = k,. We assume that the time constants for
state transitions, (a + b)~!, are small with respect to the time
constant for biochemical modification, (ks + ky,)~1. We also
assume that the channels are at their equilibrium distribution
during the modification. Thus,

dN*(1)/dt = Kp[I(1)M@0)] — Kp'[I*(1) + A*®)] (1]
= Ky [(N — N*)
‘(b(WV)/(a(V) + b(V)]-M(1) — Kp*N*, [2]

in which N is the total number of channels, N* of which are
modified. To find the steady-state fraction of modified chan-
nels we let dN*/dt = 0 and get a Michaelis-Menten-like
equation:

N*/N = M-(b/a + b) /| (M-(b/a + b) + K,/Kf). [3]

The plausibility of this particular postsynaptic mechanism
rests upon the magnitude of the change in the PSP resulting
from channel modifications. Consider the case in which a
single species, k, of voltage-sensitive channels undergoes
modification and suppose that N} out of the total number,
Ny, of channels of species k are modified. Then, assuming
the change in capacitative currents can be neglected, the
change in local current due to the modification is approxi-
mately given by

Al = Ng-(gg(V) — gV)(V — Ep), (41

in which g, is the voltage-dependent conductance; g is the
modified conductance; and E; is the reversal potential. Mod-
ification of the conductance will alter the local input imped-
ance. However, since the resistance of the nonsynaptic re-
gion is unchanged, the impedance change is small compared
to the change in the local current. To a first approximation,
the relative change in the PSP is given by

AV/V = (N§/Ni)-(Agi/gr)- (5]

Values of N*/N can be estimated from Eq. 3. By using
values of b(V) and a(V) from the Hodgkin-Huxley model (5)
and assuming that M = 0.1(K,/Ky), a depolarization of 20
mV gives a change in the value of N*/N on the order of 0.05
for the inactivated state of the regenerative sodium channels.
We can estimate Ag/g to be between 1 and about 20, based
on reports regarding shifts in current-voltage curves due to
biochemical modification (6, 7) and therefore the change in
the PSP might be as little as 5% and as much as 100% of its
original magnitude.

These considerations suggest that postsynaptic modifica-
tion depends upon (i) the number and intensity of heterosyn-
aptic inputs occurring during the modification period, (i) the
timing of the heterosynaptic inputs relative to the homosyn-
aptic inputs, (iii) the spatial distribution of synapses on the
postsynaptic cell (attenuations and conduction delays), and
(iv) the types of transmitters, receptors, and ion channels
present. These factors apply not only to the particular elec-
trotonic mechanisms detailed here but also to the other
mechanisms (diffusion of modifier, cell surface modulation)
through which the postsynaptic rule might also operate.

Presynaptic Modifications

We now consider changes in presynaptic efficacy, the
amount of neurotransmitter released in response to depolar-
ization of a presynaptic terminal. The key feature of the pre-
synaptic rule is a long-term shift in the level of transmitter
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release at all presynaptic terminals of a neuron as a result of
large fluctuations in the time-averaged instantaneous values
of presynaptic efficacy (4). The regulation of transmitter re-
lease depends upon a number of incompletely understood
complex cell-biological processes and therefore the present
model will be pitched at the level of the macroscopic observ-
ables—facilitation and depression. We have considered cer-
tain aspects of the molecular processes elsewhere (4).

Several separate macroscopic components of increased
transmitter release (8), and of decreased transmitter release
(9), have been reported. To simplify the model, we make use
of only a single component of increased release, a generic
“facilitation,” and a single component of “depression.” We
use the same formalism employed by Magleby and Zengel (8)
to model facilitation,

dFi/dt = & S;(t) — N-Fi(0), [6]

in which F;(¢) is the degree of facilitation in a presynaptic
terminal, i; A is the decay time constant; S;(7) is the firing
rate of the neuron at time ¢; and ¢ is the increase in facilita-
tion per spike.

Synaptic depression is described by a similar equation,

aD;(0)/dt = k-&(0)-5:(1) — B-Di(1), (71

in which D;(¢) is the degree of depression in the presynaptic
terminal; B is the decay time constant; &(¢) is the presynaptic
efficacy of neuron i; and « is the constant of proportionality
between release and depression. The first term indicates that
depression increases linearly with the amount of release and
that substantial levels of evoked release can only occur at
times when significant depolarization has occurred, presum-
ably due to diffusion of calcium away from the release site
during the inter-spike interval. The second term represents
the decay of depression due to replenishment of depleted
transmitter, reactivation of release sites, or return to equilib-
rium of whatever molecular process is actually involved.
We assume that long-term modification takes the form of a
shift in the baseline amount of transmitter release, £). The
fundamental presynaptic equation relates the amount of re-
lease to this baseline level and the degree of facilitation and

depression,
&) = €A + Fi(0)* (1 — D;()). (81

Note that F can range between 0 and an arbitrary maximal
value, while D ranges from 0 to 1. It is conceivable that aside
from £°, changes in other parameters (e, A, «, or B) could
underlie long-term modifications. Eq. 8 resembles those
studied by Magleby and Zengel (8) and could be generalized
to include products of all components of facilitation and de-
pression. These workers found that raising the facilitatory
term to the third power resulted in a better fit to their data.
We adopt this nonlinearity, which also agrees with the cubic
relationship found by Smith et al. (10), for the dependence of
PSP magnitude on presynaptic calcium current.

Long-term modification of £ results from biochemical re-
sponses to time-averaged fluctuations, both facilitatory and
depressive, in the presynaptic strength &(z); this response
could include changes in gene expression with synthesis of
controlling proteins, increased transmitter synthesis, or
changes in the ultrastructure of release sites. This baseline
change alters the dynamical behavior of the neuron in re-
sponse to subsequent inputs. The system nevertheless has
an interesting stability property: stronger synapses will be
harder to strengthen and easier to weaken. As £7 increases,
the degree of facilitation is unchanged (Eq. 6), but the
amount of transmitter released increases, leading to a greater
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degree of depression (Eq. 7) for a similar sequence of stimu-
lation. The stability property then follows from the choice
that large net facilitatory fluctuations give rise to an increase
in fg, while net depressive fluctuations result in a decrease
in &7,

The main consequence of the presynaptic rule is that all
terminals of the presynaptic neuron are influenced, regard-
less of which correlated inputs (following the postsynaptic
rule) were responsible for the change in £9. Thus, the conse-
quences of presynaptic changes are temporally stable but are
distributed by axonal ramifications over a large number of
synapses throughout the network.

Network Interactions of Pre- and Postsynaptic Modifications

The assumption that the mechanisms regulating presynaptic
and postsynaptic modifications are independent raises the
central issue of this paper: how the two types of change will
interact to produce functional changes in network behavior.
To explore this question, we examine short-term postsynap-
tic modifications and long-term presynaptic modifications in
order to demonstrate that (i) short-term changes in a neuro-
nal group lead to long-term changes primarily within that
group; (ii) group structure is sufficient to ensure that long-
term changes arising from short-term changes in a particular
group will differentially affect future short-term changes in
that particular group; and (iii) long-term changes increase
the variability of subsequent short-term changes.

To simplify the analysis, we consider networks consisting
of groups of only a single type of neuron with a single type of
transmitter and receptor. We assume that the attenuation of
voltages between any pair of synapses on a neuron is identi-
cal. For postsynaptic modification to occur, we require only
a statistical relationship betweer?l}oactive inputs and ignore
the details of timing and voltage attenuation factors—i.e.,
we consider only the mixed second-order moment between
the weighted activities of the heterosynaptic inputs and the
time-averaged homosynaptic input. These simplifications
will diminish the specificity of the actual postsynaptic rule;
nonetheless, the analysis shows that this weaker version is
sufficient to address the above three points relating the rules
to group structure.

We take for the simplified, formal version of the postsyn-
aptic rule

Amy = cl-<n.-,§§,~(r)-§ nikfksk(t)> - Cyr(ny = 1), 9]

in which () represents a time average, and 7;; is the strength
of the postsynaptic connection from neuron j to neuron i,
An;; is the change of 7;;, and n?,- is its baseline value; ¢; is the
presynaptic strength from_neuron j, S;(?) is the activity of
neuron j at the time 7, and §;(7) is the same activity averaged
over some time period; and C; and C, are constants. The
terms in the equation can be appreciated by reference to Fig.
3A. The first term is the mixed second-order moment at time
(2) between the amount of modifying substance present at the
Jth synapse and the magnitude of the conducted voltages (de-
polarizing or hyperpolarizing) from all other synapses on the
cell. The second term in Eq. 9 represents the short-term de-
cay of the modification. We have taken the net strength to be
the product of post- and presynaptic strengths n-£. This is
equivalent to assuming that transmitter and receptors inter-
act with first-order kinetics. We assume that £ changes slow-
ly with respect to n, and n changes slowly with respect to
changes in activity §; thus,

Any = Ciomyé g (S (D) Sk (D) = Cav(my — 1%).  [10]

Now let us assume that neurons are segregated into
groups. Let capital letters—e.g., I, J, K—denote groups,
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Fi16. 3. Schemes for assessing interaction of the two rules. (4)
Simplified schematic of postsynaptic interactions. Circles represent
neurons. Neuron i receives inputs from neuron j and from neurons
ky, ka, ks. Change in postsynaptic strength 7;; depends on the statis-
tical relationship between the timing of the inputs from j with respect
to other inputs to i as given by Eq. 9 in the text. (B) Classes of
connections among groups. Ellipses represent neuronal groups and
arrows represent intra- or inter-group connections. A long-term
change in presynaptic strengths of cells in group I differentially af-
fects subsequent short-term changes in the postsynaptic strengths of
these various classes of connections (see text).

rather than individual neurons, let N;; be the number of con-
nections from group J to group I, and let Nj; be the number
of intra-group connections in group I. All connections be-
tween the same pair of groups are assumed to have the same
pre- and postsynaptic strengths. We are interested in post-
synaptic modifications of the connections both within and
between various groups as shown in Fig. 3B. The modifica-
tions of connections from any group M to any group L
(where M, L, and H are dummy variables) are given by

Aniy = Cr memém % NLaLuu(Su(0)-Su (D)

— Co(Lm — Mim)- (11}

Consider that, due to short-term fluctuations, a long-term
presynaptic modification has occurred in one group, for ex-
ample, in group I: & — & + §;, in which §; is a constant.
Long-term modifications in other groups or in several groups
could be treated similarly. We assume that the modification
in group I does not significantly affect the statistical relation-
ship between firing of neurons in different groups. Then sub-
stituting into Eq. 11 and keeping only first-order terms in &,
we find that after a long-term modification in group I, the
change in subsequent short-term modifications of the vari-

ous classes.of connections between groups (Fig. 3B) is given
by:

Ay = Ay — Anpar = SCUNLMLMLmém(Sa(0)-S1(D)
. { 0 1 ifM#1
s 2 Newmenn(Si@0-Su(@)] €M =1 112]

There are three conditions jointly sufficient to guarantee
that 7y, is the biggest change—i.e., that short-term changes
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in the group experiencing the long-term modification are
maximally affected:

@) Numy > Ny
(i) (Si(0)-S1(0) > (S;(0-S,(1))

(iii) % Neamiu€u(S1(1)-Su(®) = 0.

These conditions are (i) connectivity within a group is
stronger than between groups, (ii) neurons in the same group
fire together more often than neurons in different groups,
and (iii) on the average, input from different groups is statis-
tically unrelated. Within the context of this simplified model,
these conditions define the necessary attributes of a neuro-
nal group (1-4)—i.e., a set of tightly connected cells that fire
predominantly together and constitute the smallest neural
unit of selection. Note that these conditions are not met if
the network is randamly connected.

“Given these group conditions, we can rank the classes of
connections in a hierarchy according to the magnitude of the
change in subsequent short-term modifications. The intrinsic
connections of group I (A’ny) are always affected to the
greatest extent; connections between other groups (A7)
are always affected the least; and the three remaining classes
of connections are affected to different relative extents de-
pending upon the relative values of Ny/Ny, i/ s/ mys, and
S:8)/(S,S,). We would usually expect A2xy; to be the small-
est of the three, A%z, to be the largest for a few select %roups
J that are highly correlated in input with group I, but A°y,, to
be largest for most other groups J.

" This analysis indicates that the organization of a network
into neuronal groups provides a sufficient condition for long-
term changes in group I to give rise to a hierarchy of changes
in subsequent short-term modifications among various
groups, but with the greatest change occurring in group /
itself. It can be shown both formally and by using a computer
simulation of the model presented here (unpublished data)
that a long-term change in one group increases the variability
in subsequent patterns of short-term changes both in that
group and in all other groups that receive connections from
that group. This leads to competition between groups: the
differential enhancement of particular short-term changes in
each group due to long-term changes in that group is op-
posed by nonspecific variation of all short-term changes in
that group resulting from long-term changes in other groups.
This generation of variability in the population is a require-
ment that must be met by any selection theory of nervous
system function. ’

Discussion

Several consequences of the present model are worthy of
note. The postsynaptic rule, even in its weakened version
(see Fig. 3A4), differs from the Hebb rule (11). In the present
rule, the correlated firing of neuron j and neuron i is neither
necessary nor sufficient to change the postsynaptic strength,
7ij» of the connection from j to i. Rather, 7;;is modified when
the time-averaged firing of neuron j is temporally associated
with the firing of a large number of other neurans, k, which
synapse onto neuron i. In this way, synaptic alterations are
governed by population effects in the network. Indications
of such effects have been reported in several preparations
(12, 13).

Our analysis of the postsynaptic mechanism suggests that
instead of dividing inputs into only two classes—eXxcitatory
and inhibitory—and thinking of neuronal operations in Bool-
ean terms, we might rather consider a kind of “transmitter
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logic” in which each transmitter (in association with its post-
synaptic partners) can lead to characteristic modifications of
synapses receiving only certain other transmitters and locat-
ed on only certain other parts of the dendritic tree. Such a
system would generate within the same network a great di-
versnty of classes of synaptic modifications, ail specnflc but
varying with respect to magnitude, time course, origin, and
target.

With regard to the presynaptic mechanism, there are two
reasons for postulating that the long-term modification oc-
curs on a total cell basis rather than independently at individ-
ual synapses. (/) We have assumed that presynaptic modifi-
cations are dependent upon the firing of the cell; although a
single neuron may have several quasi-independent function-
al domains both for output as well as for input (14), in general
most presynaptic terminals of a neuron fire together. (ii) We
implicitly assume that certain long-term modifications must
involve a change in gerie expression (6). Given the inherent
time lags in the production and transport of newly synthe-
sized gene products, there is no currently known way to
route the new material selectively to individual synapses.

Although both modification rules discussed here can act
synchronously (but independently), one or the other may
predominate in different regions of the brain depending upon
the anatomical or pharmacological differences. Moreover, a
more general treatment than the one presented here would
allow changes at several overlapping time scales in both pre-
and postsynaptic populations.

The critical predictions of the present model are as fol-
lows. (i) Pre- and postsynaptic modifications occur indepen-
dently through separate mechanisms and in no case will be
found to be contingent only upon correlated firing across in-
dividual synapses. (ii) Each class ‘of biochemical modifica-
tions will primarily affect those channels or receptors that
are in a particular functional or conformational state. Such
modifications will lead to measurable changes in the magni-
tude and time course of the PSP. (iii) Long-term presynaptic
modifications occur on a cell-wide basis. (iv) Short- and
long-term modifications are differentially distributed over

Proc. Natl. Acad. Sci. USA 82 (1985) 1295

the same neuronal population. (v) The presence of neuronal
groups guarantees that long-term modifications differentially
enhance the short-term changes that led to those modifica-
tions. If any of these predictions is not fulfilled, the model is
at best inadequate and at worst incorrect.
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