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Experimental results have demonstrated that the numbers of counterions surrounding nucleic acids
differ from those predicted by the nonlinear Poisson-Boltzmann equation, NLPBE. Some studies
have fit these data against the ion size in the size-modified Poisson-Boltzmann equation, SMPBE,
but the present study demonstrates that other parameters, such as the Stern layer thickness and the
molecular surface definition, can change the number of bound ions by amounts comparable to vary-
ing the ion size. These parameters will therefore have to be fit simultaneously against experimental
data. In addition, the data presented here demonstrate that the derivative, SK, of the electrostatic
binding free energy, �Gel, with respect to the logarithm of the salt concentration is sensitive to these
parameters, and experimental measurements of SK could be used to parameterize the model. How-
ever, although better values for the Stern layer thickness and ion size and better molecular surface
definitions could improve the model’s predictions of the numbers of ions around biomolecules and
SK, �Gel itself is more sensitive to parameters, such as the interior dielectric constant, which in turn
do not significantly affect the distributions of ions around biomolecules. Therefore, improved esti-
mates of the ion size and Stern layer thickness to use in the SMPBE will not necessarily improve the
model’s predictions of �Gel. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4864460]

I. INTRODUCTION

Several recent experimental studies have tested the abil-
ity of the nonlinear Poisson-Boltzmann equation, NLPBE,
to predict both the numbers and distributions of counteri-
ons around nucleic acids. Investigators have measured the
numbers of bound ions around DNA and RNA with anoma-
lous small-angle x-ray scattering experiments1–6 and titra-
tion methods,7–9 they have compared these predictions to
molecular dynamics simulations,6, 10, 11 and they have mea-
sured experimental quantities, such as changes in conforma-
tional stability upon changing the solution environment12–14

that should be sensitive to changes in the distribution of ions
around the nucleic acid. There is some debate within this
literature, as some studies1–3, 6 show no significant differ-
ence between the predictions of the NLPBE and experiment,
while other studies claim that the NLPBE overestimates the
number of monovalent cations7, 8, 10, 11, 14 and underestimates
the number of multivalent cations2, 7, 8, 11, 12, 14 attracted by
nucleic acids. The underestimation of the density of divalent
cations has been attributed to the neglect of ion-ion corre-
lations in the NLPBE,15 but no consensus has emerged on
how the NLPBE could be modified to account for these ef-
fects. In the present study, ion-ion correlations are not consid-
ered, and therefore only 1:1 salt was considered, where ion-
ion correlations are less important. That the NLPBE might
overestimate of the number of monovalent ions associating
with DNA is intuitively reasonable, as the NLPBE assumes
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that ions are pointlike (charges with no radius). Some stud-
ies have claimed that the NLPBE overestimates the exper-
imentally measured number of bound ions as the radius of
the monovalent ion increases,7, 8, 10, 14 as would be expected
if the discrepancy were caused by the NLPBE’s assumption
of pointlike ions. This conclusion is further indicated by the
observation that the dependence of the melting temperature
of DNA upon cation concentration varies systematically with
the size of the monovalent cation.13

To relax the assumption of pointlike ions that allow unre-
alistically high ion densities near highly charged interfaces,
several studies have examined the size-modified Poisson-
Boltzmann equation, SMPBE,6, 8, 11, 16–21 as this mean field
theory introduces an entropic penalty to tight ion packing
and forbids exceeding the ion density given by close pack-
ing. Some studies of ion distributions around nucleic acids
with molecular dynamics have indicated that varying the ion
size in the SMPBE yields slightly better agreement between
the predicted and observed ion distributions.6, 11 One study8

has attempted to determine appropriate ion sizes from mea-
surements of the number of bound ions, but the best-fit ion
sizes for Na+, and K+ ions (between 7 and 8 Å) were larger
than even the size of solvated Na+ and K+ ions. Potentially,
these unexpectedly large ion sizes could indicate that the de-
hydration of ions near the surface may be important, which
would necessitate further extensions to Poisson-Boltzmann,
PB, methods6, 10, 11 or that other parameters, such as the def-
inition of the molecular surface and the thickness of the ion
exclusion (Stern) layer, that also affect the number of bound
ions need to be set by comparing to experimental data. For
example, two studies3, 4 have attempted to account for the
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effect of finite ion sizes by adjusting the thickness of the Stern
layer and found that 4 Å as the radius of the Rb+ ion yielded
the best fit to experimental data. Apparently, the SMPBE and
related theories will have to be parameterized against several
different parameters simultaneously.

As has been discussed before, the NLPBE and related
methods can correctly predict how the electrostatic binding
free energy, �Gel, changes when the salt concentration is
changed, but they have been much less successful at predict-
ing �Gel itself because �Gel is very sensitive to some de-
tails of the model.22–24 Much research has focused on bet-
ter predicting the derivative,25–49 SK, of �Gel with respect to
the logarithm of the concentration of 1:1 salt, log [NaCl], be-
cause it can be measured experimentally. However, over the
range of concentrations considered in this study, �Gel can be
broken into a salt-dependent component of the free energy,
�Gsalt

el = SK log [NaCl], that is typically smaller than and
uncorrelated with the salt-independent component of �Gel,
�Gnon−salt

el = �Gel − �Gsalt
el .22–24 Improved predictions of

�Gsalt
el are therefore not guaranteed to improve predictions of

�Gel. As shown in the present study, SK is sufficiently sensi-
tive to some parameters, such as the ion size, the surface defi-
nition, and the thickness of the Stern layer, that measurements
of SK could be used to obtain better estimates of these param-
eters, but �Gel is much more sensitive to other parameters of
the model, such as the interior dielectric constant and molec-
ular surface definition, to which SK is not sensitive. These
other parameters will have to be more accurately determined
before the much smaller improvements offered by varying the
ion size and Stern layer thickness will produce detectable im-
provements in PB methods’ predictions of �Gel.

II. METHODS

Ideal A-, B-, and triplex-DNA structures were created
from fiber models in the X3DNA package,50, 51 the radii and
charges were taken from the AMBER force field,52 and the
radii, charges, and hydrogens were added to the structure files
with the PDB2PQR package.53, 54 The A- and B-DNA struc-
tures had charges of −48 e, where e is the charge on a proton,
and the triplex-DNA had a charge of −72 e. For comparison to
the experimental data, a 24 base pair B-DNA with a sequence
of 5′-GGTGACGAGTGAGCTACTGGGCGG-3′ and a −46
e net charge was built as described above. The DNA-drug
complexes were taken from the RCSB Protein Data Bank55

(Protein Data Bank identifications: 1D30,56 1D86,57 1EEL,58

227D,59 261D60), and the preparation of their structure files
was discussed in a previous study.22 All NLPBE and SMPBE
calculations were performed with the adaptive Cartesian grid-
based Poisson-Boltzmann solver (CPB),21, 61 and all atom
locations were fixed, with no attempt made to model the flex-
ibility of these molecules. Unless otherwise stated, all calcu-
lations used an interior dielectric constant of 1, an exterior
dielectric constant of 80, a 0.1 M salt concentration, a tem-
perature of 298 K, a solvent-excluded surface defined with a
solvent probe radius of 1.4 Å, no Stern layer, a minimum grid
spacing of 0.2 Å, and a grid that extends out to 4 times the
largest dimension of the molecule.

The number of bound ions in the NLPBE was computed
by integrating the excess ion density,

ρi
nl(r) = ρi

b[exp(−zieϕnl(r)/kT ) − 1], (1)

outside the molecular interior and the Stern layer, where ϕnl

is the electrostatic potential computed from the NLPBE, ρi
b

is the bulk density, zi is the valence of the ith ion species,
e is the fundamental charge or the charge on a proton, k is
Boltzmann’s constant, and T is the temperature. The number
of bound ions in the SMPBE was computed by integrating a
similar density,

ρi
sm(r) = ρi

b(exp(−zieϕsm(r)/kT ) − 1)/(1 + ζ (r)), (2)

where ϕsm is the electrostatic potential computed with the uni-
form ion size SMPBE,19 and ζ = ∑

ζ i, where ζ i is the ion-
exclusion factor of the ith ion species:

ζi = a3ρi
b[exp(−zieϕsm(r)/kT ) − 1], (3)

where a is the lattice spacing, and a = 2rion, where rion is the
size of an ion. While a variable ion size capability is avail-
able in the CPB solver,21, 61 in the present study, only the uni-
form ion-size SMPBE was used. This choice was made for
the following reasons: (i) we wanted to reduce the size of the
parameter space considered, and (ii) the nucleic acid consid-
ered here is predominantly negatively charged. Because of the
large negative charge of the nucleic acid, the concentration
of anions is probably never very high, and the size of these
ions therefore probably does not strongly affect the resulting
predictions. By construction, Eq. (3) prevents the ion density
from exceeding that given by tightly packing the ions in space.

Because charge must be conserved and only 1:1 salt was
considered here, the number of counterions attracted to plus
the number of coions repelled from the nucleic acid should
equal its charge. This result holds for the infinite domain, but
since the calculations are performed on a grid of finite extent,
a correction is added that accounts for the charge contribution
from outside the computational domain. Because the region
outside the grid is far from the molecule, the potential in this
region is very small. The ion concentration in this region can
therefore be approximated by expanding either Eq. (1) or (2),

ρi(r) = −ρi
bzieϕ/kT , (4)

where ρ i(r) is the local excess concentration of the ith ion
species, and ϕ is the electrostatic potential. In the present
study, the number of counterions attracted to and the num-
ber of coions repelled from the region off the grid could be
approximated by qres/2, where qres is the sum of the charge on
the molecule and the charge of the ions on the grid because
only 1:1 salt was considered.

�Gel was computed as described in Ref. 24, but rather
than computing SK from the slope of a best-fit line of �Gel

against log [NaCl], the derivative, ∂�Gel/∂ log [NaCl] was
computed at a 1:1 salt concentration of 0.1 M. This was done
for the NLPBE by taking advantage of the relationship

∂�Gel/∂ log [NaCl] = −���, (5)

where ��� is the change in osmotic pressure upon binding.
For the SMPBE, the difference between the derivative of the
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free energy with respect to the logarithm of the salt concen-
tration,

∂FSMPBE/∂ log
[
ρb

i

] = −kT /a3
∫

d3r
ζi

1 + ζ
, (6)

in the bound state and that in the unbound state was taken.19

One of the parameters that has not clearly been deter-
mined in PB methods is the best way to define the boundary
between the interior and exterior regions of the molecule.
Most researchers use the SE surface,62, 63 which defines the in-
terior of the molecule to be the region that cannot be accessed
by a solvent probe that is constrained to lie outside all atomic
spheres, but other studies have concluded that the van der
Waal’s surface, which defines the molecular interior simply as
the union of atomic spheres, produces a better match between
theoretical calculations and experimental measurements.64–66

Still other studies have proposed alternative surfaces, such as
self-consistent67–71 and Gaussian surface definitions.72, 73 The
uncertainty in the surface definition suggests computing the
numbers of bound ions on different surface definitions, but
doing so would yield estimates of �Gel and SK that vary in
large and unpredictable ways, whereas what we seek is an un-
derstanding of how �Gel and SK change in response to small,
continuous changes in the surface definition. Instead, rather
than considering a set of such disparate surface definitions,
for some of these calculations the solvent-accessible, SA,
surface,74 which defines the molecular interior as the union
of spheres centered at the atomic charges with radii equal to
their van der Waal’s radii inflated by a solvent probe radius,
was used. Although this surface yielded different estimates of
�Gel than the SE surface that was used in other calculations,
the SA surface could be smoothly changed by varying the
solvent probe radius used to define it. In contrast, varying
the probe radius in the SE surface can lead to discontinuous
changes in the surface definition, and as the probe radius
increases, the SE surface approaches the convex hull of the
molecule, which means that the ability to change the SE
surface by varying the probe radius, is limited.

III. RESULTS

A. Bound ions

That the NLPBE overestimates the number of bound ions
around the 24 base pair B-DNA considered here for con-
centrations above 0.01 M can be seen from Figure 1, where
the predictions of the NLPBE and the experimental mea-
surements taken from a data set considered in the literature8

are shown. As described above, using the SMPBE with a fi-
nite ion size offers one method of reducing this discrepancy
between theoretical predictions and experimental measure-
ments. Figure 2 shows isocontours where the predictions of
the local ion concentrations given by the SMPBE with ion
sizes of 2 and 4 Å were 0.1 M less than those given by the
NLPBE. Because the SMPBE predicts that these regions have
lower ion concentrations than those predicted by the NLPBE,
its predictions of the numbers of bound counterions will be
smaller than those of the NLPBE. These regions are local-
ized near the molecular surface, where ϕ is large, and inside
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FIG. 1. The numbers of bound ions around B-DNA from experiment, pre-
dicted by the NLPBE, and predicted by the SMPBE with a best-fit combina-
tion of a 4 Å Stern layer and a 2 Å ion size at the experimental salt concen-
trations, [NaCl].

these isocontours the differences between the two theoretical
predictions are larger.

As discussed above, other researchers have attempted to
use the experimental data in Figure 1 to determine what ion
size should be used for Na+ ions, but the resulting best-fit ion
sizes were larger (between 7 and 8 Å) than expected. As de-
scribed above, these findings could indicate that current PB
models neglect important physics, but they could also simply
indicate that other parameters that affect the number of bound
ions will also need to be fit against experimental data. As can
be seen in Figure 3, the number of bound ions can be changed
not just by changing the size of the ion in the SMPBE but
also by changing the thickness of the Stern layer or the sol-
vent probe radius used to define the SAS. Unfortunately, the

(a) (b)

FIG. 2. Isocountour plots of the differences between the ion distributions
predicted by the NLPBE and those predicted by the uniform ion size SMPBE
with ion radii of 2 (a) and 4 (b) Å. The isocontour corresponds to a con-
centration difference of 0.1 M. The surfaces of the molecules are colored by
the electrostatic potentials computed with the NLPBE. Yellow regions corre-
spond to −8 kT/e, red regions correspond to −5.75 kT/e, white corresponds
to −3.5 kT/e, blue regions correspond to −1.25 kT/e, and green regions cor-
respond to 1 kT/e.
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FIG. 3. The number of bound counterions predicted by the nonlinear Poisson-Boltzmann equation as a function of the thickness of the Stern layer and the
solvent probe radius of the solvent accessible surface (SAS), and the number of bound counterions predicted by the uniform ion size size-modified Poisson-
Boltzmann equation, SMPBE, as a function of the ionic radius for (a) the B-DNA and A-DNA fiber models and (b) the triplex-DNA fiber model. The thickness
of the Stern layer, the solvent probe radius in the SAS surface, and the ionic radius in the SMPBE were measured in angstroms. All curves except those showing
the effect of changing the probe radius in the SAS used the solvent-excluded surface.

experimental data considered here do not strongly constrain
these parameters. Because the number of bound ions changes
slowly with respect to the parameters, small errors in the ex-
perimental measurements lead to large changes in the result-
ing best-fit estimates of the parameters. Additionally, the pre-
dictions of the NLPBE without a Stern layer are already so
close to the experimental predictions (Figure 1) that one runs
the risk of merely fitting experimental error.

To illustrate that these experimental data do not strongly
constrain the choice of parameters in the SMPBE, the num-
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FIG. 4. The probability density of each combination of parameters created
by generating 1 000 000 artificial data sets and choosing the parameter com-
bination that generated the smallest R2 for each data set.

bers of bound ions predicted by the SMPBE at each experi-
mental salt concentration were computed for all combinations
of Stern layer thicknesses and ion sizes between 0 and 5 Å
in increments of 0.5 Å. The weighted least squares residu-
als between the experimental data and the predictions of the
SMPBE for each parameter set were then computed

R2 =
∑

1/σ 2
i

[
ηi (τ, rion) − η

exp

i

]2
, (7)

where the summation is carried out over the concentrations of
NaCl used in the experimental data (0.005, 0.01, 0.02, 0.05,
0.08, 0.1, 0.12, 0.2, 0.5, 0.8, and 1.0 M), ηi(τ , rion) is the
number of bound counterions at the ith salt concentration pre-
dicted with the uniform ion size SMPBE, a Stern layer thick-
ness of τ and an ion radius of rion, η

exp

i is the experimen-
tal number of bound counterions at the ith salt concentration,
and σ i is the reported error in each experimental measure-
ment. The parameter set corresponding to the smallest R2 was
a Stern layer thickness of 4 Å and an ion size of 2 Å, and
the resulting predictions of the numbers of bound ions can be
seen in Figure 1. However, the error in the experimental data
generates uncertainty in the best choice of these parameters,
as can be seen from Figure 4. To create this figure 1 000 000
artificial data sets were generated, each of which were created
by adding a random error to each number of bound ions in the
experimental data set taken from a normal distribution with
an average of zero and a standard deviation equal to the re-
ported experimental error. The weighted least squares calcula-
tion described above was then repeated for each of these arti-
ficial data sets and the set of parameters that gave the smallest
R2 was found. The probability density of the best-fit parame-
ters for these artificial data sets is plotted in Figure 4. Clearly,
the experimental error in the measurements of the numbers of
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FIG. 5. The sensitivity of the derivative, SK, of �Gel with respect to the logarithm of the 1:1 salt concentration computed at 0.1 M salt concentration as a
function of the different parameters of the model for the DNA-drug complexes in this study. (a) SK computed with the uniform ion size SMPBE as a function
of the ion size. (b) SK computed with the NLPBE as a function of the thickness of the Stern layer. (c) SK computed with the NLPBE and the solvent accessible
surface (SAS) as a function of the size of the probe used to define the SAS. (d) SK computed with the NLPBE as a function of the internal dielectric constant.
All figures except (c) were created using the solvent-excluded surface rather than the SAS.

bound ions leads to large uncertainties in the parameters, and
more experimental data will be needed before truly optimal
values of these parameters can be determined.

B. The electrostatic binding free energy and its salt
dependence

Several studies have demonstrated that while the NLPBE
and allied methods describe the ion atmosphere sufficiently

well to reproduce experimental measurements of SK,22–49

they have been less successful at predicting �Gel itself. Per-
haps part of the explanation for this discrepancy is the differ-
ent sensitivities of these two quantities to the parameters in
the calculations. In Figure 5, the SMPBE’s predictions of SK
as functions of the ion size, the thickness of the Stern layer,
the radius of the probe used to define the SA surface, and the
interior dielectric constants, are shown. In Figure 6 the same
plots are shown for �Gel. From these two figures, it is evident
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FIG. 6. The sensitivity of the electrostatic binding free energy, �Gel to various parameters for the DNA-drug complexes in this study. (a) �Gel computed
with the uniform ion size SMPBE as a function of the ion size. (b) �Gel computed with the NLPBE as a function of the thickness of the Stern layer. (c) �Gel

computed with the NLPBE and the solvent accessible surface (SAS) as a function of the size of the probe used to define the SAS. (d) �Gel computed with the
NLPBE as a function of the internal dielectric constant. All figures except (c) were created using the solvent-excluded surface rather than the SAS.

that �Gel is extremely sensitive to the interior dielectric con-
stant and the size of the solvent probe radius in the SA surface,
while SK is much less sensitive to these quantities. This may
help explain why the NLPBE and related methods have been
more successful at predicting SK than at predicting �Gel. At
the same time, SK is sensitive to some parameters, such as
the thickness of the Stern layer and the ion size, and could
therefore be used to better determine these parameters, but it
is much less sensitive to other parameters, such as the inte-
rior dielectric constant and surface definition, to which �Gel

is sensitive. This observation implies that using experimental
measurements of SK to improve predictions of �Gel is un-
likely to work unless supplemented by more precisely deter-
mined internal dielectric constants and surface definitions.

IV. CONCLUSIONS

Recent research has shown that the NLPBE underesti-
mates the numbers of monovalent cations attracted by nu-
cleic acids, and because these discrepancies increase with
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the radius of the cations, it has been attributed to the
assumption of pointlike ions in the NLPBE.2, 7, 8, 11, 12, 14

The SMPBE6, 8, 11, 16–21 provides a straightforward theoretical
modification to the NLPBE that may be able to capture these
effects, but previous work that attempted to fit the ion size
against experimental data found unexpectedly large radii.8

Potentially, these unusually large radii indicate the need to
parameterize the SMPBE not only against the ion size in the
theory but also against the other parameters, such as the Stern
layer thickness and molecular surface definition. Indeed, pre-
vious studies that attempted to account for the effects of ion
size by varying the thickness of the Stern layer found reason-
able values.3, 4 Predicting these parameters with experimental
measurements of the numbers of bound ions will require more
accurate experimental measurements than the ones used here
because changes in these parameters lead to small changes
in the predicted numbers of ions and therefore small uncer-
tainties in the numbers of bound ions can lead to large uncer-
tainties in the underlying parameters. The values of SK pre-
dicted by the SMPBE are also sensitive to these parameters,
so experimental measurements of SK could be used to help fix
these parameters.48, 49

In the present study, a set of DNA-drug complexes was
chosen that were closely spaced in �Gel but also with sig-
nificant SK, as the rank ordering of such complexes would
be expected to be as sensitive as possible to changes in the
ion atmosphere. However, although the predictions of SK
did change with the ion size and the thickness of the Stern
layer, and even the ordering of complexes by SK changed, the
changes in the spacing in SK were small compared to the dif-
ferences in �Gel. These differences therefore changed little
with either changes in the ion size or the thickness of the Stern
layer, and the ranking of complexes by �Gel did not change.
Perhaps for other systems better values for the thickness of
the Stern layer and the ion size would lead to improved esti-
mates of �Gel, but such systems would either have to be more
closely-spaced in �Gel or have SK that are more sensitive to
changes in the ion size and Stern layer thickness. Given the
sensitivity of �Gel to the other parameters, better predictions
of the thickness of the Stern layer and the ion size would not
produce detectable improvements in the predictions of �Gel

by the NLPBE and related methods for the systems consid-
ered here.
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