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Purpose: Attenuation imaging has a promising role in the detection of tissue abnormalities. The
authors have previously compared three different frequency domain ultrasound attenuation estimation
methods, for accuracy and bias. The mean estimated attenuation value in a region of interest has
been the determining factor of how well a method performs; however, the noise level has not been
quantified for attenuation estimated using different methods.
Methods: The authors compare three different frequency domain ultrasound attenuation estimation
methods [the reference phantom method (RPM), the centroid downshift method (CEN), and the hy-
brid method (HYB)] using the signal to noise ratio (SNR) metric. Both simulated and experimental
tissue-mimicking phantoms are used in the performance comparison study, evaluating the impact of
the variation in acoustical properties.
Results: For attenuation estimation in a tissue-mimicking phantom with a known attenuation co-
efficient of 0.5 dB/cm/MHz, all the three methods estimated the attenuation coefficient to be
≈ 0.49 dB/cm/MHz for a transmit center frequency of 6 MHz, however, the signal to noise ratio
obtained was found to be 8.5, 5.7, and 2.2 for the HYB, RPM, and CEN methods, respectively. These
results demonstrate the need for the SNR metric in the comparison of different algorithms and to
evaluate the impact of varying different ultrasound system and tissue parameters.
Conclusions: In this paper, the authors demonstrate that although the estimated mean attenuation
value with a region of interest may be closely estimated using different methods, the signal to noise
ratio obtained of the estimates can vary significantly. The centroid downshift method presented with
the lowest signal-to-noise ratio of the methods compared. The hybrid method was the least suscepti-
ble to changes in the acoustical properties and provided unbiased attenuation coefficient estimates
with the highest signal-to-noise ratios. © 2014 American Association of Physicists in Medicine.
[http://dx.doi.org/10.1118/1.4865781]

Key words: attenuation, attenuation coefficient, slope, signal-to-noise ratio, ultrasound, quantitative
ultrasound

1. INTRODUCTION

In quantitative ultrasound (QUS) based imaging, many of the
acoustic or tissue parameters such as the attenuation slope,
sound speed, backscatter coefficient, effective scatterer diam-
eter, and spacing are estimated using either frequency or time
domain based approaches.1–11 Attenuation slope estimates
have been used to characterize pathological tissue structures
and to differentiate malignant from benign masses.2, 12–22 Ac-
curate estimation of the attenuation slope is not only valuable
as a QUS parameter, it also can reduce bias in other QUS
parameters.23

Changes in the attenuation coefficient have been inves-
tigated in different organs imaged with ultrasound. For ex-
ample, a study on nonalcoholic fatty liver disease indi-
cates that the attenuation coefficient increases from 0.71 to
1.27 dB/cm/MHz with an increase in the fat content in rab-
bit liver.24 The attenuation coefficient has also shown the
potential for in vivo breast mass differentiation, where the
mean slope of the attenuation coefficient versus frequency for
carcinomas was 20% greater than the mean slope value for

fibroadenomas.25 In uterine and cervical ex vivo attenuation
estimation, the uterine attenuation coefficient estimated at a
5 MHz center frequency was on the order of 4 dB/cm, while
that in cervical tissue was on the order of 6 dB/cm.22 Since
it is paramount to have accurate estimation of the attenuation
slope, variations in the sound speed and backscatter intensities
as well as the scatterer diameter have been evaluated to deter-
mine their impact on the accuracy and precision of different
attenuation slope estimation methods.26–28

In ultrasound attenuation estimation, the mean slope value
over several spectral shift or amplitude estimates are used
to determine the attenuation coefficient. The estimation is
done over different realizations (i.e., in a numerical phantom
study a realization corresponds to an independent simulation,
while for experimental data in a clinical study it corresponds
to an uncorrelated data frame). Since attenuation estimation
approaches differ, most of the peer-reviewed literature
have primarily reported bias errors of the attenuation slope
estimated within a region of interest (ROI) in uniformly atten-
uating simulated tissue or tissue-mimicking (TM) phantoms.
Signal to noise ratio (SNR) variations in the attenuation slope
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estimates as a performance metric has not yet been described
in the peer-reviewed literature. The SNR may provide better
quantification of the performance of the attenuation estima-
tion algorithm, enabling determination of the noise level in
an attenuation image. For in vivo or patient studies, the mean
estimated attenuation value is not known a priori, and the
SNR could provide additional information on the noise level
in order to determine the reliability of the estimated value. In
this paper, we compare different attenuation slope estimation
methods using the SNR computed within a ROI as the metric.

Frequency domain attenuation estimation methods uti-
lize either the spectral shift in the power spectrum of the
backscattered signal toward lower frequencies with depth,
or the amplitude decay of the power spectrum as the signal
propagates through tissue.5, 7 Although many frequency
domain approaches have been developed, we focus on three
frequency domain attenuation estimation techniques in this
paper, these are: the reference phantom method (RPM), a
centroid downshift method (CEN), and a hybrid method
(HYB). The RPM utilizes a reference phantom with well
characterized acoustic parameters to reduce diffraction
effects and ultrasound system dependencies on the attenu-
ation estimation process.7 The RPM measures the decay in
the amplitude of the backscattered signal to determine the
attenuation slope. The CEN approach measures the shift in
the centroid of the power spectrum toward lower frequencies
as the signal penetrates deeper into the scanned region.5 The
HYB combines the advantages of both the RPM and CEN,
by initially using the RPM approach to reduce system depen-
dencies, and then a spectral shift approach after reintroducing
the point spread function to determine the attenuation slope.3

In Secs. 2.A–2.C, we first describe the theory underlying
the three frequency domain approaches. We will then com-
pute and compare SNR variations for attenuation estimates
resulting from the above three frequency domain attenua-
tion estimation techniques, for different acoustic parameters
using numerical simulations and experimentally using TM
phantoms using a commercial clinical ultrasound system. The
acoustic parameters that are varied include the sound speed
and backscatter intensity. SNR variations obtained for differ-
ent ultrasound transmit center frequencies and bandwidths are
also evaluated.

2. MATERIALS AND METHODS

2.A. Theory

Ultrasound backscattered intensity variations, denoted by
I( f,z) are proportional to the system’s signal transduction,
transfer function T( f,z), backscatter coefficient of the medium
BSC( f,z), diffraction effects D( f,z), and the total attenua-
tion from the surface of the transducer to depth in tissue
[exp(−4α( f )z)]. The ratio of the backscattered intensity in a
sample to that in a reference with well characterized acousti-
cal parameters is given by7

Is(f, z)

Ir (f, z)
= Ts(f, z) × Ds(f, z) × BSCs(f ) × e−4αs (f )z

Tr (f, z) × .Dr (f, z) × BSCr (f ) × e−4αr (f )z
,

(1)

where f represents the frequency, z denotes depth, and α( f ) is
the attenuation coefficient in the medium. Spectral difference
approaches measure the intensity decay of the backscattered
radiofrequency (RF) signal. Under the assumption that tissue
can be modeled as a linear system, the RPM takes the inten-
sity ratio of the sample phantom or tissue, Is( f, z), for which
we wish to estimate the attenuation coefficient to that of a ref-
erence phantom, Ir( f, z), to reduce system dependencies. The
ratio of the power spectra at two different depths is related to
the attenuation of the propagating pulse as given in Eq. (1),
where the subscripts s and r denote the sample and reference,
respectively.

The echo signal at time t is mapped to the signal at depth z
using the relationship z = ct

2 , where c is the sound speed. The
RPM assumes matched sound speeds between the reference
and the sample phantoms. In addition, the sound speed used in
the system’s beamformer is assumed to be the same as that of
the reference and the sample.7 Based on these assumptions the
system dependent parameters would be significantly reduced
in Eq. (1) and the resulting spectral ratio is given by

Is(f, z)

Ir (f, z)
= RB(f ) × e−4�α(f )z yields−−−→ ln

(
Is(f, z)

Ir (f, z)

)

= ln(RB(f )) − 4z(αs(f ) − αr (f )), (2)

where RB( f ) represents the ratio of the backscattered signals
and �α( f ) is the difference in attenuation coefficients be-
tween the sample and reference. Assuming a linear variation
of the attenuation with frequency,5 we get α( f ) = α × f.

Since soft tissue has the characteristics of a lowpass fil-
ter due to the increased attenuation with center frequency, the
power spectrum at increased propagation depths shifts toward
lower frequencies.29 Estimation of the centroid of the power
spectrum at each depth, forms the basis of the centroid down-
shift method. Assuming that the backscattered ultrasound sig-
nal possesses a Gaussian shape with center frequency fz at
depth z and variance σ 2, the power spectrum Pz( f ) of the
transmit signal is given by

Pz(f ) = So.e
−(f −fz )2

2σ2 , (3)

where So is a constant related to the initial transmit power.
Given two different depths z2 > z1, the transfer function for
pulse echo propagation with attenuation α is given by Eq. (4)

|H (f )|2 = e−4αf (z2−z1) = Pz2 (f )

Pz1 (f )
. (4)

Substituting Eq. (3) in Eq. (4) and taking the natural log, pro-
vides the attenuation to depth relationship, where the power
spectrum retains its shape but is centered at a lower frequency
with an increase in depth as follows:

fz2 = fz1 − 2σ 2α(z2 − z1). (5)

The centroid of the power spectrum ( fc) is calculated by tak-
ing the ratio of the first to the zeroth moment, given by Eq. (6)

fc = m1

m0
= ∫∞

0 f |X(f )|df
∫∞

0 |X(f )|df , (6)

where m1 and m0 are the first and zeroth moments, respec-
tively, f is the frequency, and X( f ) represents the Fourier
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transform of the backscattered ultrasound signal in the time
domain.

The third method used to estimate the attenuation coef-
ficient is a hybrid method (HYB). The hybrid method com-
bines the advantages of the RPM and the centroid downshift
method. The hybrid method first uses the RPM to remove
system dependencies by using a reference phantom with well
characterized acoustic parameters as given in Eq. (2). A Gaus-
sian filter G( f ) centered at the center frequency of the transmit
pulse with variance σ 2 is then applied to the ratio of the signal
intensities.3 The Gaussian filtered intensity ratio, GFR( f ), is
given by Eq. (7)

GFR(f, z) = G(f ) × RB(f )e−4�α(f )z = e
−(f −fc )2

2σ2 . (7)

Equation (7) is simplified, and the expression for the attenu-
ation coefficient reduces to the expression described in Kim
and Varghese3

αs[dB/cm/MHz] = −2.1715

σ 2

dfc(z)

dz
+ αr, (8)

where dfc(z)
dz

is the derivative of the center frequency of
GFR( f,z) at depth z with respect to z. As shown in Eq. (8),
the hybrid method is a spectral shift method where the shift in
the center frequency is detected in order to estimate the atten-
uation coefficient at depth z. In this paper, we set the center
frequency of the Gaussian filter to be close to the center fre-
quency of the received pulse since the backscattered signal
received contains lower frequencies than the center frequency
of the transmit pulse.28 The centroid of the power spectrum
is calculated using the moments approach as described in
Eq. (6).

2.B. Simulations and experiments

In order to calculate the SNR of the estimated attenua-
tion maps, both simulated numerical and experimental TM
phantoms were used. We used a simulation program based on
the theory of continuous waves; this frequency domain pro-
gram is used to generate both numerical TM phantoms and
acoustic interaction.30, 31 The numerical phantoms generated
in the simulations consist of glass bead scatterers that are
randomly distributed; and the scatterer function is calculated
from Faran’s theory.32 The acoustic field for a rectangular el-
ement is determined by solving the Rayleigh integral30 and
the beam focusing is accomplished by setting the phase delay
of each transducer element, where the bulk attenuation coeffi-
cient and sound speed are specified, once the ultrasound field
is calculated.31 The complex RF signal is generated by calcu-
lating the frequency response of the scatterers in the phantom,
multiplying it with the frequency spectrum of the incident
pulse; and finally applying an inverse Fourier transform.31

The simulation parameters of the numerical uniform phan-
toms are shown in Table I. A fixed elevational focus was ap-
plied and set to be equal to the lateral focal point to avoid the
impact of different elevational and lateral foci in the analy-
sis. The incident pulse was simulated to be a Gaussian-shaped
pulse with center frequency from 4 to 8 MHz and 50%–80%
bandwidth. A single transmit focus at 40 mm was utilized

TABLE I. Numerical simulation specifications.

Parameters Value

Phantom dimensions [axial,
lateral, elevational]

80 × 38 × 5 [mm]

Array elements and dimensions 128 rectangular, 0.15 × 10 mm
Center to center element spacing 0.2 mm
Number of beam lines 190
Transmit focus 40 mm
Sampling rate 40 MHz
Beamformer 1540 m/s
Center frequency 4, 6, 8 MHz
Bandwidth 50%, 70%, 80%
Phantom sound speed 1500, 1540, 1580 m/s
Attenuation coefficient 0.3, 0.5, 0.7 dB/cm/MHz
Scatterer number density 10, 13, 16, 20,25, 32, 40 scatterers/mm3

Scatterer diameter 10, 20, 30, 40, 50, 60, 70, 80, 90, 100 μm

for all TM numerical phantom simulations. Variations in the
acoustic parameters are also evaluated.

Experimental TM phantoms with sound speeds of 1533,
1500, and 1580 measured at 22 ◦C and posses uniform atten-
uation coefficients were manufactured in our laboratory. Both
the sound speed and attenuation coefficients were measured in
our laboratory using a narrowband substitution method.33, 34

The three phantoms used to evaluate sound speed variations
consist of glass beads with diameters in the range of 5–40 μm.
Two additional phantoms with similar sound speeds of
1533 m/s were used for the evaluation of scatterer diameter
variations, where the scatterers consist of glass beads with di-
ameters ranging from 75 to 90 and 125 to 150 μm, respec-
tively (Catalog No. 3000E, Potters Industries, PA). The glass
beads were randomly distributed in an agar background with
scatterer concentrations of 264, 11, and 2 beads/mm3, respec-
tively. The glass beads provide the frequency dependence of
backscatter, while powdered graphite was utilized to obtain
the requisite tissue-like attenuation coefficient.

The ultrasound system used to scan the experimental
phantoms was a Siemens S2000 clinical ultrasound system
(Siemens Medical Systems, Issaquah, WA). A VFX 9L4 lin-
ear array transducer was used for scanning with transmit cen-
ter frequencies ranging from 4 to 9 MHz. The scanning depth
for all the phantoms was set to 6 cm with a single focus at
3 cm. The time gain compensation (TGC) sliders were kept
at the center position at all depths, and the power level was
kept low (30%) to avoid saturation of the echo-signals which
could lead to clipping (truncation) of the time-domain signals
during digitization; adversely impacting the computation of
the power spectrum. Table II shows the scanning parameters
and the experimental uniform phantoms specifications.

2.C. Data processing

RF data generated using the ultrasound simulation pro-
gram and digitized RF data acquired from the uniformly at-
tenuating TM phantoms were analyzed. Attenuation estima-
tion algorithms were implemented using MATLAB (Math-
Works, Inc., Natick, MA). For all three frequency domain
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TABLE II. Ultrasound system and TM phantom specifications.

Parameters Value

Transmit focus 30 mm
Sampling rate 40 MHz
Beamformer 1540 m/s
Center frequency 4, 6, 9 MHz
Bandwidth 80%
Phantom sound speed 1500, 1533, 1580 m/s
Attenuation coefficient 0.58, 0.62, 0.72 dB/cm/MHz
Scatterer diameter 5–40, 75–90, 125–150 μm
Scatterer number density 264, 11, 2 beads/mm3

attenuation estimation methods, the same power spectrum
was utilized for analysis. We used the chirp z-transform35, 36

to calculate the power spectrum on 8 × 8 mm data blocks that
were comprised of A-line segments of 8 mm along the beam
direction and 38 A-lines along the lateral or perpendicular di-
rection. The Welch method,37 was used to obtain the power
spectrum, where the 8 mm A-line segment was further sub-
divided into 4 mm Hanning windowed segments, with a 50%
overlap between the gated 4 mm segments.37 Similar analy-
sis was performed on the adjacent A-lines within the block,
and the complex Fourier spectra obtained from all the win-
dowed segments within the 8 × 8 mm block used to obtain
a stable power spectrum,37 with time averaging used to ob-
tain the expected value for the power spectrum.38 The 4 mm
Hanning windowed segment was chosen based on full width
half maximum (FWHM) criteria.35 The gated window dimen-
sion were chosen to be small enough, so as to not to contra-
dict the stationarity assumption and to provide sufficient spa-
tial resolution. At the same time, the gated window was large
enough to obtain a robust power spectrum of the backscattered
RF signals,35 using Short Time Fourier Transform (STFT)
based analysis. A 70% overlap of these data blocks along
the beam direction was utilized to obtain spectral shift3, 5 or
amplitude5, 7 estimates from consecutive power spectra, for
the computation of the attenuation coefficient.

The three methods described above were used to estimate
the attenuation coefficient from maps of the spectral shift or
amplitude estimated.3, 5, 7 For the hybrid method, three Gaus-
sian filters were implemented, one at the center frequency
and the other two at ±0.25 MHz with respect to the cen-
ter frequency. These three filters are multiplied by the nor-
malized power spectral ratio, and the spectral shift estimates
obtained were averaged and used to estimate the attenuation
coefficient.

The SNR of the estimated attenuation coefficient is de-
fined by the ratio of the mean attenuation estimated values
(μ) within a ROI to the standard deviation (σ ) of the estimates
within the ROI

SNR = μ

σ

=
1

n.m

∑m
j=1

∑n
i=1 αij√

1
n.m−1

∑m
j=1

∑n
i=1

(
αij − 1

n.m

∑m
j=1

∑n
i=1 αij

)2
,

(9)

where n is the number of estimates in a row and m is the
number of estimates in a column within an ROI. αij is the
estimated attenuation in a block of the ROI.

3. SIMULATION RESULTS

We calculate the SNR within a 2 cm ROI around the trans-
ducer focus to determine the performance of the three fre-
quency domain methods used to estimate the attenuation coef-
ficient from backscattered signals. We first evaluate the effect
of changes in the transmit center frequency on the SNR for
estimated attenuation coefficient using the three methods for
an 80% bandwidth. Figure 1(a) presents plots of the mean and
standard deviation of the attenuation coefficient estimated at
center frequencies of 4, 6, and 8 MHz. Both the reference and
sample phantoms were simulated with a 0.5 dB/cm/MHz at-
tenuation coefficient, 1540 m/s sound speed, and 50 μm scat-
terer diameter glass beads randomly distributed in the phan-
tom. The beam former sound speed was also set to 1540 m/s.
Both the reference and sample phantom’s acoustic properties
were maintained the same (matched) to evaluate only the im-
pact of the variations in the ultrasound system parameters.
This matching of phantom acoustic properties, enables com-
parison of the SNR without other biases, especially for the
RPM.7

Note from Fig. 1(a), that the HYB method provides the
most accurate attenuation coefficient estimate with the small-
est bias and standard deviation for all the center frequencies
utilized. The CEN method indicated an overestimation bias
for the higher center frequency of 8 MHz and underestimation
for the lower center frequency of 4 MHz, with significantly

FIG. 1. The estimated attenuation coefficient and corresponding SNR ob-
tained using the RPM, the CEN, and the HYB using numerical simula-
tions. The mean and standard deviation of the attenuation coefficient esti-
mated at center frequencies of 4, 6, and 8 MHz are shown in (a), while the
SNR variations are plotted in (b). The reference and sample phantoms had a
0.5 dB/cm/MHz attenuation coefficient, 50 μm scatterer diameter, and
1540 m/s sound speed.
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FIG. 2. The estimated attenuation coefficient and corresponding SNR ob-
tained for different percent bandwidths using numerical simulations. The
mean and standard deviation of the attenuation coefficient estimated at band-
widths of 50%, 70%, and 80% are shown in (a), while the SNR variations are
plotted in (b).

higher standard deviation. This aspect is also clearly visu-
alized in the SNR plots shown in Fig. 1(b), where the CEN
method presented with the lowest SNR that reduces with
an increase in the center frequency, while the HYB method
provided the largest value of the SNR for all center frequen-
cies and increased with an increase in the center frequency.
The RPM method was the second best method, and provided
better estimation performance than the CEN method.

We then examined the impact of changes in the percent
bandwidth (% BW) of the transmitted signal in Fig. 2. In
all cases, the CEN method presented with the lowest SNR
and the most bias in the attenuation estimate. The SNR in-
creased with the % BW as shown in Fig. 2(b), when RPM and
HYB were used to estimate the attenuation. Plots of the at-
tenuation coefficient estimate in Figs. 1(a) and 2(a) show that
the mean attenuation slope estimates for the RPM and HYB
are similar and the differences between the two estimates
were statistically insignificant (p > 0.05). However, the SNR
obtained [see Figs. 1 and 2(b)] is always higher when estimat-
ing the attenuation coefficient using the HYB method versus
the RPM or CEN. The RPM is the second best method, while
the performance of the CEN declined with increasing center
frequency and % BW.

Changes in attenuation SNR with variations in the
backscatter intensity are also evaluated and presented in
Figs. 3 and 4. We have previously reported on the mean and
standard deviation of the attenuation coefficient estimated un-
der these conditions,28 which is also included in Tables III
and IV in this paper. We first varied the backscatter inten-
sity from −3 to 3 dB (10 to 40 scatterers/mm3) by vary-
ing the scatterer number density. The scatterer diameter was
kept constant at 50 μm, with a 0.5 dB/cm/MHz uniform at-

FIG. 3. SNR variations for numerical TM phantoms with variations in the
backscatter intensity from −3 to 3 dB with respect to the backscatter level of
the reference phantom. The sound speeds in the phantoms were 1540 m/s.
The sample phantom attenuation coefficients were (a) 0.5, (b) 0.3,
(c) 0.7 dB/cm/MHz. In all cases, the reference phantom had a
0.5 dB/cm/MHz attenuation coefficient, 50 μm scatterer diameter, and
1540 m/s sound speed at a scatterer density of 20 scatterers/mm3. The
frequency range was 2–9 MHz.

tenuation coefficient and sound speed of 1540 m/s matched
between the reference and the sample phantoms. The atten-
uation coefficient was then estimated using the three fre-
quency domain methods for the uniformly attenuating phan-
toms with three different attenuation coefficients, namely, 0.5,
0.3, and 0.7 dB/cm/MHz, as illustrated in Fig. 3. Each phan-
tom was independently simulated ten times at each of the scat-
terer intensity values to obtain statistically significant results.
Figure 3 presents the SNR results, with the HYB method
again providing the highest SNR values among the three
methods. The impact of a sound speed mismatch between the
reference and the sample was also evaluated. The reference
phantom’s acoustic properties were kept the same, while the
sound speed of the sample was changed to 1540, 1500, and
1580 m/s, respectively. Again, the SNR for the HYB method
was the highest, with p < 0.05 as illustrated in Fig. 4.
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FIG. 4. Plot of the SNR variations for sample phantoms with attenua-
tion coefficient of 0.5 dB/cm/MHz, and sample sound speed of (a) 1540,
(b) 1500, (c) 1580 m/s, respectively. The backscatter intensity from −3 to
3 dB with respect to the backscatter level of the reference phantom. In all
cases, the reference phantom has a 0.5 dB/cm/MHz attenuation coefficient,
a 25 μm scatterer diameter, 1540 m/s sound speed, and scatterer density of
20 scatterers/mm3. The frequency range is 2–9 MHz.

TABLE III. Previously published mean attenuation estimates (Ref. 28)
corresponding to Figs. 3 and 4.

Figure −3 dB −2 dB −1 dB 0 dB 1 dB 2 dB 3 dB

3(a) RPM 0.49 0.51 0.50 0.49 0.50 0.51 0.49
CEN 0.48 0.48 0.48 0.49 0.49 0.49 0.50
HYB 0.48 0.48 0.48 0.49 0.48 0.49 0.49

3(b) RPM 0.31 0.31 0.31 0.31 0.31 0.31 0.30
CEN 0.28 0.28 0.28 0.27 0.27 0.27 0.27
HYB 0.31 0.30 0.30 0.30 0.29 0.30 0.29

3(c) RPM 0.70 0.68 0.68 0.70 0.70 0.69 0.70
CEN 0.64 0.64 0.64 0.63 0.64 0.64 0.63
HYB 0.66 0.67 0.67 0.66 0.67 0.66 0.66

4(a) RPM 0.49 0.51 0.50 0.49 0.50 0.51 0.49
CEN 0.48 0.48 0.48 0.49 0.49 0.49 0.50
HYB 0.48 0.48 0.48 0.49 0.48 0.49 0.49

4(b) RPM 0.29 0.29 0.29 0.30 0.30 0.30 0.31
CEN 0.45 0.45 0.45 0.45 0.46 0.45 0.44
HYB 0.48 0.48 0.47 0.47 0.49 0.47 0.47

4(c) RPM 0.71 0.72 0.70 0.68 0.70 0.71 0.70
CEN 0.51 0.49 0.51 0.51 0.52 0.50 0.51
HYB 0.51 0.49 0.51 0.50 0.51 0.50 0.51

TABLE IV. Previously published mean attenuation estimates (Ref. 28)
corresponding to Figs. 5 and 6.

Figure 10 20 30 40 50 60 70 80 90 100

5(a) RPM 0.53 0.51 0.52 0.52 0.52 0.51 0.52 0.52 0.52 0.55
CEN 0.52 0.53 0.51 0.50 0.49 0.48 0.46 0.43 0.40 0.38
HYB 0.50 0.51 0.51 0.50 0.49 0.50 0.50 0.49 0.48 0.48

5(b) RPM 0.33 0.32 0.33 0.31 0.33 0.32 0.32 0.32 0.33 0.32
CEN 0.29 0.30 0.29 0.29 0.29 0.27 0.27 0.27 0.25 0.26
HYB 0.32 0.33 0.33 0.33 0.33 0.32 0.33 0.35 0.34 0.34

5(c) RPM 0.72 0.73 0.72 0.71 0.73 0.70 0.72 0.70 0.70 0.70
CEN 0.68 0.68 0.67 0.66 0.64 0.62 0.58 0.56 0.52 0.48
HYB 0.66 0.67 0.66 0.67 0.66 0.65 0.63 0.64 0.62 0.61

6(a) RPM 0.53 0.51 0.52 0.52 0.52 0.51 0.52 0.52 0.52 0.55
CEN 0.52 0.53 0.51 0.50 0.49 0.48 0.46 0.43 0.40 0.38
HYB 0.50 0.51 0.51 0.50 0.49 0.50 0.50 0.49 0.48 0.48

6(b) RPM 0.49 0.48 0.47 0.48 0.47 0.47 0.48 0.47 0.46 0.47
CEN 0.52 0.51 0.51 0.49 0.49 0.47 0.44 0.43 0.40 0.38
HYB 0.50 0.50 0.51 0.50 0.50 0.50 0.49 0.50 0.49 0.48

6(c) RPM 0.63 0.63 0.64 0.62 0.63 0.63 0.63 0.63 0.63 0.62
CEN 0.53 0.53 0.52 0.52 0.52 0.50 0.47 0.46 0.43 0.41
HYB 0.52 0.52 0.52 0.52 0.53 0.52 0.51 0.51 0.50 0.50

The impact of variation in the scatterer diameters that
would alter the frequency dependence of scattering was per-
formed by varying the backscatter coefficient for each scat-
terer diameter, in Figs. 5 and 6. We used a single scatterer

FIG. 5. Variations in the SNR for phantoms with a sound speed of 1540 m/s,
with sample attenuation coefficient of (a) 0.5, (b) 0.3, (c) 0.7 dB/cm/MHz,
and scatterer diameters ranging from 10 to 100 μm. In all cases, the reference
phantom has a 0.5 dB/cm/MHz attenuation coefficient, a 50 μm scatterer
diameter, and 1540 m/s sound speed. The frequency range was 2–9 MHz.
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FIG. 6. Variations in the SNR for sample phantoms with attenuation coeffi-
cient of 0.5 dB/cm/MHz, with sample sound speed of (a) 1540, (b)1500, (c)
1580 m/s and scatterer diameters ranging from 10 to 100 μm. In all cases, the
reference phantom has a 0.5 dB/cm/MHz attenuation coefficient, a 50 μm
scatterer diameter, and 1540 m/s sound speed. The frequency range was
2–9 MHz.

diameter for each uniformly attenuating sample simulation
and randomly distributed the scatterers in the medium. Scat-
terer diameters were varied from 10 to 100 μm. The refer-
ence phantom’s acoustic properties were maintained the same
throughout the estimation process with a 50 μm scatterer di-
ameter, 1540 m/s sound speed, and 0.5 dB/cm/MHz attenu-
ation coefficient. Figure 5, presents the results obtained for
different sample attenuation coefficient values of (0.5, 0.3,
and 0.7 dB/cm/MHz) while keeping all other acoustic prop-
erties constant. Figure 6 presents results where the sound
speed of the samples was varied (1540, 1500, and 1580 m/s)
while keeping all other acoustic properties constant. Note
that for both these cases, the HYB method performed the
best with the highest SNR as shown in Figs. 5 and 6,
respectively.

4. EXPERIMENTAL RESULTS

Experimental results obtained using TM phantoms are pre-
sented in this section. To evaluate SNR variations by chang-
ing the center frequency, we utilized a VFX 9L4 transducer
on the Siemens S2000, with multifrequency operation in the
4–9 MHz region, and an approximately 80% bandwidth. Ob-
serve that the mean and standard deviation of the attenua-
tion coefficient estimated using the HYB and RPM meth-

FIG. 7. The estimated attenuation coefficient and corresponding SNR ob-
tained using experimental TM phantoms. The mean and standard deviation of
the attenuation coefficient estimated at center frequencies of 4, 6, and 9 MHz
using the VFX 9L4 transducer are shown in (a), while the SNR variations
are plotted in (b). The dotted black line indicates the measured attenuation
coefficient of the sample phantom obtained using a narrowband substitution
measurement method.

ods provided similar results, while the CEN method appears
to provide biased results with increased standard deviation.
The SNR increases with the center frequency for the first two
center frequencies evaluated, with a slight drop in the SNR
with the transducer operated at a 9 MHz in Fig. 7. We found
using spectral analysis, that for the VFX 9L4 the transmit-
ted pulse at the highest frequency was still centered around
6 MHz, which may account for the leveling of the SNR es-
timates shown in Fig. 7. The HYB method provided the best
estimation performance of the three methods compared. Both
the reference and sample phantoms were matched with a
0.58 dB/cm/MHz attenuation coefficient, 1533 m/s sound
speed, and scatterers in the 75–90 μm range for the results
shown in Fig. 7.

Finally, Fig. 8 presents results on three TM sample phan-
toms with three different scatterer diameter ranges (5–40,
75–90, and 125–150 μm), respectively. The measured sound
speed in all these sample phantoms was 1533 m/s. In Fig. 8(a),
with a reference phantom sound speed of 1533 m/s, the HYB
method provided the highest SNR for all diameter ranges.
In Figs. 8(b) and 8(c), the reference phantom’s sound speed
was changed to 1500 and 1580 m/s, respectively. The SNR
obtained with the RPM was higher than the HYB method
for some of these cases, however, since there was a sound
speed mismatch between the reference and the sample the
estimated mean attenuation coefficient value was closest to
the actual value only with the HYB method (p < 0.05). Both
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FIG. 8. Experimental SNR for the attenuation slope estimates for TM phan-
toms with a reference attenuation coefficient of 0.58 dB/cm/MHz and sound
speeds of (a) 1533, (b)1500, and (c) 1580 m/s.

the RPM and CEN methods provided biased results. The
mean attenuation slope estimates were previously reported by
Omari et al.,28 and are included in Table V.

5. DISCUSSION AND CONCLUSION

In this paper, we compared the SNR variations as a quanti-
tative metric, for attenuation slope estimated using three dif-
ferent frequency domain based ultrasound estimation meth-
ods. The SNR is an important metric that can be utilized to

TABLE V. Previously published mean attenuation estimates (Ref. 28) corre-
sponding to Fig. 8.

Figure 1 2 3

8(a) RPM 0.52 0.57 0.61
CEN 0.49 0.42 0.57
HYB 0.59 0.66 0.77

8(b) RPM 0.68 0.73 0.78
CEN 0.50 0.43 0.58
HYB 0.60 0.66 0.77

8(c) RPM 0.43 0.48 0.53
CEN 0.58 0.50 0.67
HYB 0.51 0.61 0.73

quantitatively compare the performance of different attenua-
tion slope estimators. However, it has to be noted that these
comparisons require uniformly attenuating regions, which are
present in large organs, such as normal livers. Smaller uni-
formly attenuating regions of interest can also be utilized to
estimate the SNR, as long as sufficient independent estimates
are present to obtain statistically significant results. The qual-
ity of attenuation images obtained under in vivo conditions
can also be better assessed when the performance of estima-
tor can be quantitated. Attenuation estimation algorithms that
provide higher SNR would generate images with lower noise
levels.

Heterogeneity is often present in actual biological tissue,
and variations in the attenuation coefficient under these con-
ditions have to be addressed. Since real tissue exhibits varia-
tions in the sound speed and scatterer diameters, it is impor-
tant to determine the accuracy and precision of the methods
used to calculate the mean attenuation coefficient. The eval-
uations performed in this paper, incorporate variations in the
sound speed and backscatter intensity with and without fre-
quency dependence, to address the performance of these esti-
mators under these conditions.

Both the reference phantom and the hybrid methods per-
formed well when the acoustic properties of the reference and
the sample were matched. We have previously reported, that
both the RPM and the HYB methods perform similarly, when
the sound speed of the reference and sample are matched,28

in terms of the mean and standard deviation of the attenuation
coefficient estimated. The signal to noise ratio obtained with
the hybrid method was the highest for all the methods evalu-
ated in this paper. The centroid downshift method performed
the worst with the signal to noise ratio being the lowest, even
when the attenuation coefficient estimated was close to the ac-
tual value (low bias). These results indicate that the standard
deviation of the attenuation coefficient estimates obtained us-
ing the centroid downshift method are quite large, reducing
the reliability of the estimates. Low values of the SNR would
therefore indicate unreliable estimation of the attenuation co-
efficient.

In the presence of a mismatch between the acoustic prop-
erties of the reference and the sample, the hybrid method still
provided the best signal-to noise among the methods evalu-
ated, for the numerical simulations. Our previously reported
results on the mean attenuation coefficient estimates, also in-
dicated that the hybrid method provided accurate estimation,
when compared to the RPM with a sound speed mismatch
between the reference and the sample.28 Although for some
of the instances with a sound speed mismatch, the RPM pro-
vided a higher SNR, the attenuation coefficient estimate ob-
tained was biased, as also reported previously.28 The hybrid
method on the other hand provided unbiased attenuation co-
efficient estimation under all conditions.
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