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1. Introduction
Electron flow through proteins and protein assemblies in the photosynthetic and respiratory
machinery commonly occurs between metal centers or other redox cofactors that are
separated by relatively large molecular distances, often in the 10 to 20 angstrom range. To
inorganic chemists, such long distance electron transfer was a mystery for many years, as we
were accustomed to close contact models for the transition states of simple self-exchange
reactions between metal ions in aqueous solution. One of our favorite reactions was the
ferrous/ferric self-exchange, which had been investigated thoroughly by Richard (Dick)
Dodson at the Brookhaven National Laboratory in the 1940s (and published in JACS in
1950).1 Dodson showed that the half time for this reaction was on the order of seconds,
which he noted was “fast” but in today’s femtosecond world is very “slow”. Indeed, this
very simple electron transfer, where no bonds are formed or broken, was found to be orders
of magnitude slower than long distance electron flow through metalloprotein molecules.
How could this be?

The investigations of electron exchange kinetics2–9 motivated theorists to try to account for
the diversity of reaction rates found for these processes. In 1952, Willard Libby, citing
insights from James Franck, argued that the Franck-Condon principle played a critical role
in electron transfer.10 He envisioned a process in which an electron jumped from one ion to
the next while the nuclei remained fixed. This transition would produce ions in incorrect
solvation environments; rearrangement of slower-moving nuclei subsequent to the electron
hop created the barrier to reaction. Libby estimated that the activation enthalpy
corresponded to the difference in hydration enthalpies of the reacting ions.

Two years later, Rudolph J. Marcus, Bruno J. Zwolinski, and Henry Eyring (MZE) offered a
revised interpretation of the role of the Franck-Condon principle in electron exchange
reactions.11 They recognized that the processes envisioned by Libby did not conserve
energy. Instead, MZE argued that as hydrated ions approach the transition state for electron
exchange, the hydration shells of both ions must rearrange until, at the transition state, they
are symmetrical. While the ions are in this symmetric configuration an electron can rapidly
hop from the reduced ion to the oxidized partner leaving the total energy unchanged. The
barrier to the electron exchange arises from the energy required to reorganize the hydration
spheres on the two ions to reach the degenerate configuration. A subsequent review by the
same three authors (ZME) rationalized the wide span of observed electron exchange rate
constants.12 They concluded that the height of the electron exchange barrier was governed
by the similarity of the structures of the reactants. ZME were not able to make predictions of
exchange rate constants because they lacked a quantitative model for the nuclear
reorganization energy.
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It took another Rudolph Marcus (Rudolph A., RAM) to put all of the pieces together, which
he did by developing an analytical theory for electron-transfer reactions.13 Marcus adopted a
nuclear-reorganization first, electron-hop second model, attributing the bulk of the
reorganization to polarization of a continuous dielectric medium surrounding the ions. Using
a model for the electrostatic free energies of states having nonequilibrium polarization,
RAM developed an expression for the activation free energy for electron transfer in terms of
solvent dielectric properties, ionic charges and radii of reactants and products, and the
standard free-energy of reaction. Later refinements to the model introduced contributions to
the barrier from reorganization of the inner coordination spheres of the ions. The beauty of
the RAM formulation was the wide array of reactions to which it could be applied and the
direct prediction of specific rates in terms of readily accessible experimental quantities.

Although much effort was expended in describing the nuclear reorganization barrier to
electron transfer, virtually every theorist recognized that an electron-tunneling barrier also
was likely to oppose the reaction. In all cases, rates were predicted to decay exponentially
with increasing separation between the reacting ions. Libby estimated an exponential decay
factor of 1.65 Å−1 for exchange between H and H+; a value of 1.21 Å−1 emerges from his
calculation of the overlap between 3dz2 orbitals in ions of 3+ charge.10 MZE estimated a
distance decay factor of 1.23 Å−1 for the ferrous/ferric self-exchange reaction on the basis of
an electrostatic potential barrier to tunneling.11 Marcus adopted this value in a brief
discussion of tunneling in his 1956 paper.13

In the 1970s, one of us (HBG) met many times with John Hopfield, then at Princeton, with
the main topic being the mechanism of electron flow through proteins. During these
meetings, we had several intense discussions of the proposal by DeVault and Chance that
the reaction involved quantum mechanical tunneling. Hopfield was attempting to reconcile
our experimental work on the kinetics of cytochrome c reactions with inorganic redox agents
with the temperature dependence of oxidation rates of the protein in photosynthetic reaction
centers (PRCs). Then, in a 1974 PNAS paper, Hopfield showed that thermally activated
electron tunneling could account quantitatively for the DeVault-Chance PRC-cyt c redox
reactions.14

Hopfield bypassed the problem of bimolecular electron transfer reactions in which the
relative positions of the redox partners are unknown and chose to consider only fixed-site
electron transfer. From an experimental perspective, it became clear that a new approach
was required: the diffusive encounter of donor and acceptor had to be eliminated in order to
reveal the intrinsic barriers to electron transfer. Toward this end, one of us (HBG) initiated a
research effort to produce metalloproteins with redox active molecules covalently attached
to unique surface sites. After much effort, we managed to obtain Ru(NH3)5(His33)-Fe-
cytochrome c, and in early 1982 our observation of rapid 18-Å electron transfer from Ru(II)
to Fe(III) in this protein demonstrated that long-range electron tunneling is a viable
mechanism for biological electron flow.15 Following this discovery, there was an explosion
of research on electron tunneling kinetics in model systems and in proteins.16–36 It is now
clear that electrons tunnel between sites in biological redox chains, and that protein
structures tune thermodynamic properties and electronic coupling interactions to facilitate
these reactions.

Our review deals with work done on long-range electron transfer over the last 60 years, with
a primary focus on results from the Gray laboratory at Caltech. We place particular
emphasis on the connections that have been made between theory and experiment that in
turn have shed light on the factors that control electron tunneling through proteins and other
complex molecular assemblies. A key finding is that macromolecular structures tune
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thermodynamic properties and electronic coupling interactions to facilitate electron flow
through biological redox chains.

2. Reorganization Energy
The RAM model of electron transfer predicts that the activation free energy (ΔG*) will
depend on: the work required to bring reactants (wr) or products (wp) to the mean separation
distance for reaction (σ); a reorganization parameter (λ); and a work-corrected free energy of
reaction (ΔG°′ = ΔG° + wp − wr) (Eq. 1).37

(1)

The reorganization parameter contains contributions from changes in the inner-sphere
structures of reactants (λi) in addition to changes in solvent orientation (λo). Marcus
developed a dielectric continuum model for λo (Eq. 2)

(2)

where Δe is the charge transferred, a1 and a2 are the radii of the two (spherical) reactants,
Dop is the solvent optical dielectric constant (taken as the square of the refractive index), and
Ds is the solvent static dielectric constant. Importantly, larger reactants and lower dielectric
media can reduce outer-sphere barriers to electron transfer. Notably, Sutin’s analysis of the
ferrous/ferric self-exchange suggested that λi = 1.3 eV and λo = 0.9–1.2 eV.38 According to
this analysis, the total reorganization energy (more than 2.2 eV) would create a barrier to the
exchange reaction in line with the measured rate constant of 4.2 M−1s−1. Through
consideration of inner-sphere structural changes, Brunschwig and coworkers were able to
explain quantitatively exchange rate constants varying over fifteen orders of magnitude for
twelve different redox partners.39

The distinction between inner- and outer-sphere reorganization is blurred somewhat for
redox cofactors embedded in polypeptide matrices. Metal redox centers typically are ligated
by prosthetic groups (e.g., porphyrins), atoms or small molecules (e.g., O2−, S2−, HO−,
H2O), amino acid side chains, or even the α-amino group of a polypeptide N-terminus.
Constraints imposed by the rigidity of the polypeptide backbone can reduce λi by limiting
structural changes at redox centers.40 Moreover, partial or complete burial of redox sites
within a polar but only moderately polarizable polypeptide41 that is embedded in a high-
dielectric solvent, or in a low-dielectric lipid membrane, will lower λo. The reduction in self-
exchange reorganization energy (Δλf) that accompanies folding of a polypeptide around a
redox cofactor can be expressed (Eq. 3) in terms of the difference

(3)

between the free energy of folding the polypeptide around the transition state configuration
(ΔGf,‡) and the average folding free-energy change for the oxidized and reduced proteins
(〈ΔGf 〉).42 As a consequence of the protein fold around the redox center, self-exchange
reorganization energies for redox proteins tend to be less than 1 eV, whereas values over
twice as great are typically found for transition metal aquo ions (Table 1).38,43–48
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3. Electronic Coupling
The reduction of reorganization barriers by burial of redox cofactors in protein interiors
comes at a price: since redox centers cannot form close contact encounter complexes,
electrons must tunnel long distances through the polypeptide matrix. The semiclassical
electron-transfer theory expresses rate constants for fixed-distance reactions (kET) as the
product of four factors: the effective frequency of motion along the reaction coordinate (νN);
an electronic transmission coefficient (κE); a nuclear tunneling factor (ΓN); and an
exponential function of ΔG* (Eq. 4). A Landau-Zener formulation is commonly used to

(4)

describe the dependence of κE on the electronic coupling between reactants and products
(HAB) and νN (Eq. 5).49 In the limit of small electronic coupling and no nuclear tunneling
(ΓN = 1), the ET rate constant is given by Eq 6. The limiting value for the maximum ET rate

( ) depends on the νN (Figure 1), a quantity that typically depends on solvent or
polypeptide reorientation dynamics.

(5a)

(5b)

(5c)

(6)

After our initial demonstration of long-range electron tunneling through Ru-modified
cytochrome c,15 work in our laboratory focused on the elucidation of distant electronic
couplings between redox sites in several Ru-proteins.29,35,50–53 In particular, work on Ru-
azurin provided a benchmark for electron tunneling through folded polypeptide
structures.35,50–51 The azurin copper center, which is situated at one end of an eight-stranded
β-barrel, is ligated by two imidazoles (His46, His117) and a thiolate (Cys112); in addition,
there are two weak axial interactions (Met121 thioether sulfur, Gly45 carbonyl
oxygen).54–55 The protein from P. aeruginosa has two additional His residues, one of which
(His83) reacts readily with Ru-labeling reagents. A H83Q base mutant was prepared and
individual His residues were introduced at five locations on β-strands extending from
Met121 and Cys112 (K122H, T124H, T126H, Q107H, M109H).50–51 Electron tunneling
distances (Ru-Cu) in these Ru(bpy)2(im)(HisX)2+ (X = 83, 122, 124, 126, 107, 109) proteins
range from 16 to 26 Å (Figure 2).

Experimental determination of activationless Cu(I) → Ru(III) ET (−ΔG° = 0.7 eV) in the set
of Ru-azurins established the distance dependence of electron transfer along β-
strands. 35,50–51 The driving-force-optimized protein tunneling timetable exhibits a nearly
perfect exponential distance dependence, with a decay constant (β) of 1.1 Å−1, and an
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intercept at close contact (ro = 3 Å) of 1013 s−1 (Figure 3). Moreover, our studies showed
that Cu(I) to Ru(III) or Os(III) ET rates in labeled azurin crystals are nearly identical with
solution values for each donor-acceptor pair.55 The azurin distance decay constant is quite
similar to that found for superexchange-mediated tunneling across saturated alkane bridges
(β ≈ 1.0 Å−1),56–57 strongly indicating that a similar coupling mechanism is operative in the
polypeptide. Notably, kinetics data obtained by Farver and Pecht in their work on long-range
ET from radiolytically generated disulfide radical anion to Cu(II) in the blue protein also
have been interpreted successfully in terms of this coupling model.58

The energy gap between donor/acceptor redox levels and those of oxidized or reduced
intermediate states is the primary criterion in determining when hole or electron hopping
becomes important.59 In Ru-azurin, photogenerated Ru(bpy)2(im)(His)3+ (E° = 1.0 V vs.
NHE)60 potentially could oxidize aromatic (Trp or Tyr) residues.35 If Cu(I) is replaced by
Zn(II) in the protein, however, we find that photogenerated holes in the Ru(bpy)2(im)
(HisX)3+ probes remain localized on the Ru center, which means that the energy gap
between the Ru(III) hole and oxidized bridge states must be greater than 75 meV (3kBT at
295 K). Our finding that the rate of Cu(I) → Ru(III) ET in the Ru-protein does not decrease
upon lowering the temperature to 240 K (it actually increases slightly at 160 K)
demonstrates that hopping does not occur in this case, as a reaction with an endergonic step
would be highly disfavored at low temperature. Even more compelling was the observation
that Cu(I) → Ru(III) ET rate in a structurally characterized azurin crystal is roughly the
same at low temperature (140 K) as at 298 K.55

The rates of high-driving-force ET reactions have been measured for more than 30
Ru(diimine)-labeled metalloproteins (Figure 4).29,35,48,52 Driving-force-optimized values
are scattered around the protein benchmark 1.1 Å−1 distance decay. Our finding that D/A
distances that differ by as much as 5 Å can produce virtually identical rates shows clearly
that protein structure can play a key role in coupling redox centers.

The 1013 s−1 intercept at ro = 3 Å represents the “ET speed limit”; it is the specific rate
expected for ET between two redox centers in the adiabatic coupling limit. Direct
comparisons between this extrapolated value and ultrafast ET data are complicated by
medium dynamics: as donor-acceptor electronic coupling increases, a regime is reached
where rates are no longer limited by the strength of this coupling, but by solvent
reorientation dynamics (νN), as discussed above. This so-called solvent controlled adiabatic
limit will typically fall below the rate constant (k°NA) for the nonadiabatic reaction
determined by extrapolation of rate-distance data to a close-contact intercept.

Small (D/A) molecules provide estimates of close-contact ET rates. A case in point is work
by Barbara and coworkers on thermal ET following metal-to-metal charge transfer (MMCT)
excitation in (NH3)5RuIIINCMII(CN)5

− (M = Fe, Ru), 61–62 which are mixed-valence
complexes in the Robin-Day Class II category 63 with MMCT extinction coefficients ∼3 ×
103 M−1cm−1 and electronic coupling parameters of about 1900 (M = Ru) and 1500 cm−1

(M = Fe) 61. In solvents with relatively fast dielectric relaxation (e.g., H2O, formamide, N-
methyl-formamide), the RuII→FeIII and RuII→RuIII ET rate constants were found to be
∼1013 s−1. Solvent relaxation dynamics typically fall into two distinct timescales: fast
components corresponding to inertial motions of the solvent occur in tens of femtoseconds;
and slow processes (>0.5 ps) attributable to overdamped motions arising from dielectric
friction associated with collective solvent reorientation.64 Because ET in
(NH3)5RuIIINCMII(CN)5

− is faster than slow solvent relaxation components, Barbara
concluded that overdamped solvent motions play only a minor role in the ultrafast
reaction.61–62 Hence, in these mixed-valence complexes, specific ET rates are ∼1013 s−1 at a
metal-metal separation of ∼5 Å.65
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The electronic coupling in (NH3)5RuIIINCMII(CN)5
− (M = Fe, Ru) can be compared to that

in Fe(CN)6
2−|Ru(NH3)6

3+ complexes.66 An intervalence absorption maximum at 730 nm
with an extinction coefficient of 34 M−1cm−1 is consistent with a coupling of 150 cm−1 at an
estimated M-M separation of ∼7.6 Å.66–68 Notably, the 2.5-Å increase in M-M distance on
going from the CN-bridged complex to the contact ion pair is accompanied by a 10-fold
decrease in electronic coupling.

Photoinitiated ET transitions in charge transfer (CT) complexes allow other comparisons to
our extrapolated maximum rate constant. Spears and coworkers examined viologen (methyl
viologen, MV; heptyl viologen, HV) complexes with 4,4′-biphenol (BP).69 The noncovalent
interaction between the two redox groups is similar to that in the contact ion pairs; the CT
extinction coefficients are ∼4 × 101 M−1cm−1 and the estimated couplings are 361 (MV)
and 381 cm−1 (HV). Ab initio calculations of the optimum MV-BP ground-state geometry
predict a 4 Å separation between planes of the aromatic rings. The specific ET rates
following ultrafast excitation into the CT absorption band in fast-relaxing solvents (e.g.,
methanol, acetonitrile) are ∼2.5 ×1012 s−1. It is likely that each of these thermal ET
reactions falls in the solvent-controlled adiabatic limit; the estimated specific rate in the
absence of solvent control is 2.5 ×1013 s−1.69

The foregoing ultrafast ET results are consistent with the kET value (1013 s−1) extrapolated
to close contact between redox sites in Ru-proteins. The separation distance at this limit
depends on whether the two sites are covalently coupled or are in van der Waals contact. For
intraprotein ET between two metal complexes (i.e., Ru(bpy)2(im)(HisX)3+ and Cu(His46)
(His117)(Cys112)(Met121)+), we suggest that an ET rate of 1013 s−1 will require van der
Waals contact between the two metal redox centers.

Empirical data from Ru-modified proteins demonstrate conclusively that long-range electron
tunneling rates depend critically on the composition and structure of the medium between
two redox centers. The polypeptide matrices of folded proteins are not homogeneous media
and consequently the tunneling rates do not exhibit uniform exponential distance
dependences. It is convenient to characterize the coupling efficiency of a particular
polypeptide matrix by an effective exponential decay constant (β′). Taking the data in Figure
4, we can define β′ values for each Ru-protein, assuming an intercept at close contact (ro = 3
Å) of 1013 s−1. The histogram of β′ values (Figure 5) reveals an asymmetric distribution
peaking near 1.0 Å−1, with extremes of 0.85 and 1.5 Å−1. This range of β′ values is entirely
consistent with those obtained from investigations of the ET reactions of synthetic donor-
bridge-acceptor complexes.56–57

Heterogeneous polypeptide matrices are not unlike frozen glasses as electron tunneling
media. In one experimental study, we found that decay constants for tunneling through
aqueous and tetrahydrofuran glasses (1.6 Å−1) are substantially greater than those for most
proteins (Figure 4). Tunneling across oligoxylene bridges, an all-covalent analogue of glassy
toluene (1.2 Å−1), is far more efficient (0.75 Å−1). It is interesting to note that these
tunneling rate constants extrapolated to close contact (0.5 – 5 ×1013 s−1) are in good
agreement with that found for Ru-modified azurin. In terms of long-range coupling
efficiency, however, frozen glasses are greatly inferior to polypeptide matrices as ET media;
the larger β values in solvents are likely a consequence of the predominance of van der
Waals contacts over covalent contacts between donors and acceptors.70

Since the early 1980s, hundreds of intramolecular ET rates have been reported.71 Electronic
coupling strengths are not always available from these studies, but in some instances it has
been possible through driving-force variations to separate the nuclear and electronic
contributions to the observed ET rate constants.35,72–74 Moreover, starting with work in the
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1950s, electronic coupling strengths in mixed-valence complexes have been evaluated using
the Mulliken-Hush protocol.75–78 These results (HAB versus donor-acceptor distance R) are
compared with those from Ru-modified proteins in Figure 6.35,72–74,76–78 R values for metal
complexes are metal-metal distances, whereas those for aromatic organic redox cofactors are
to the nearest aromatic carbon atom. It is clear from this plot that an exponential decay with
β = 1.1 Å−1 is a good zero-order approximation to the distance dependence of couplings
derived from ET rate measurements. With one exception,73 couplings extracted from
intervalence charge transfer (IVCT) measurements, however, are substantially greater than
expected for their separation distances. Detectable IVCT bands are typically found only for
strongly coupled systems (extinctions coefficients > 10 M−1cm−1, HAB > 102 cm−1) and
examples where HAB has been estimated from both spectroscopic and kinetics data are
rare.79–80 Direct ET rate measurements in these systems could provide insight into the
discrepancies highlighted in Figure 6.

4. Theory
The ferrous/ferric exchange reaction, particularly the surprisingly large deuterium isotope
effect kH/kD ∼ 2 reported by Hudis and Dodson,81 was a tempting challenge for the
theoretical community.82–87 Hudis and Dodson suggested that a hydrogen-atom transfer
mechanism was operating. A subsequent analysis by Friedman and Newton, however,
suggested that a value of kH/kD = 1.7 was consistent with quantitatively known contributions
to the reorganization barrier for a simple outer-sphere electron exchange reaction.88

Chandler found that a substantial contribution from nuclear tunneling in the solvent water
molecules contributed to the isotope effect.86 Molecular modeling produced a reorganization
barrier in excellent agreement with experiment and provided strong theoretical support for
the RAM model.87

Warshel and coworkers took on the challenge of calculating protein reorganization
energies.89 The observed structural changes between oxidized and reduced cytochrome c
formed the basis of a microscopic treatment of the barrier to electron exchange that
predicted an order-of-magnitude reduction in λ for cytochrome c compared to the
Fe(OH2)6

3+/Fe(OH2)6
2+ couple. Ryde and coworkers used DFT calculations to estimate

inner-sphere reorganization energies for electron-transfer proteins.90–92 Smaller
reorganization energies were found for heme and iron-sulfur proteins than for copper
proteins, and general principles for λ reduction in proteins were identified.92

Shortly after the first measurement of intramolecular electron transfer in Ru-modified
cytochrome c, theoreticians began to address many of the questions raised by the results of
these experiments. The first entry into the field was a paper by K. F. Freed rationalizing the
small variation of kET with temperature in terms of the theory of radiationless transitions.18

The subject of greatest interest to theoreticians, however, was the electronic coupling
between distant redox centers. As noted above, Hopfield already had explained tunneling in
photosynthetic reaction centers in terms of a square-barrier model.14 This extremely coarse-
grained approach was reasonable at the time, given the absence of atomic-level structural
information. Efforts to explain long-range ET in terms of square-barrier models persist to
this day in spite of the wealth of high-resolution protein structures that are now available and
the clear experimental evidence that the electronic coupling between two redox centers
depends on the structure and composition of the intervening medium.93

An early effort to understand the role of the intervening medium in long-range ET came
from Kuki and Wolynes, who used a quantum path integral Monte Carlo method to analyze
tunneling pathways in Ru-modified myoglobins.22 A few years later, Beratan and Onuchic
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developed a generalization of the McConnell superexchange coupling model that was able
to account for the scatter in the tunneling timetables of Ru-proteins.94–96 In this all-atom
tunneling-pathway model, the medium between D and A is decomposed into a series of
covalent bonds, hydrogen bonds, or through-space jumps. A coupling decay is assigned to
each of the three types of contact, and a structure-searching algorithm ranks the coupling
efficiencies of the pathways between D and A. The pathways model was one of the first to
explain the heterogeneity of the distance dependence of electron transfer rates in Ru-
modified proteins.96–97 More elaborate computational protocols also have been developed
that shed light on the factors that determine distant couplings in proteins.98–111

In the early 1990s, Evenson and Karplus examined the role that tunneling energy likely
would play in the distance dependence of long-range ET rates.28 Following their work,
Stuchebrukhov developed an all-atom coupling model to analyze long-range electron
transfer in Ru-modified proteins.112–116 The tunneling currents through all of the atoms in a
pruned protein117 were calculated and used to evaluate the overall D-A coupling. The
analysis identified the importance of multiple coupling pathways, circular currents, and
pathway interferences.

Proteins are not static structures and the possible role of protein dynamics in modulating
long-range couplings has long been of interest.118–119 Skourtis examined the role of protein
dynamics and non-Condon effects in the reactions of Ru-modified azurin.100 On the basis of
molecular dynamics simulations, he found that electronic coupling fluctuations are rapid and
coupling coherence is lost in tens of femtoseconds. Since this time is roughly an order of
magnitude slower than the decay of nuclear Franck-Condon overlaps, it would appear that
non-Condon effects play a minor role in these reactions. Notably, based on an analysis of
coupling coherence and multiple pathways in Ru-modified cytochrome b562, Beratan and
coworkers proposed that the structure-sensitivity of long-range couplings depends on the
number of dynamically averaged pathways contributing to the D-A interaction.103 And, by
combining dynamics with ab initio calculations, they obtained very good agreement with
experimentally validated couplings for Ru-modified azurins.120

5. Hopping
Our work has shown that the maximum center-to-center distance for functional single-step
tunneling through proteins can be no greater than ∼25 Å (Figure 4). The structures of
several protein redox complexes, however, suggest that charge transfer may occur over
distances that greatly exceed this single-step limit.35,121–123 Participation in multistep
electron tunneling has been documented in a number of enzymes (ribonucleotide
reductase, 121–122,124–131 photosystem II, 132–135 DNA photolyase, 136–144 MauG145–148 and
the cytochrome c/cytochrome c peroxidase pair.149–150

Modeling the kinetics of electron hopping is a problem that can be solved analytically.35

Using the well-defined properties of ET reactions (Eq. 6), and the average distance
dependence defined by Ru-protein tunneling timetables, we can predict hopping rates for
any set of driving-force, temperature, and distance parameters. Consider a two-step
tunneling reaction (Eq. 7) (reactants, R = D-I-

(7)

A; redox intermediate, H = D+-I−-A or D-I+-A−; products, P = D+-I-A−). The general
solution to the rate law for this process calls for biexponential production of P, although in
some cases P formation can be approximated by a single exponential function. Taking a
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value of λ = 0.8 eV for both ET reactions (i.e., R→H and H→P) and a decay constant of 1.1
Å−1, we obtain the time dependence of the populations of all three reacting species for
values of ΔG°RH, ΔG°HP, rRH, and rHP.35 Results for ΔG°RH = −ΔG°HP and rRH = rHP are
illustrated in Figure 7, a model that can describe biological electron transfer (ΔG°RP = 0)
with a single endergonic step. Transport across 20 Å is 104 times faster than a single
tunneling step, and, importantly, submillisecond transfers can be realized at this distance.
Note that hopping can facilitate electron flow over distances greater than 20 Å in cases
where the free-energy changes for endergonic intermediate steps are no greater than 0.2 eV.

We expressed three mutant azurins to see if an intervening tryptophan or tyrosine could
facilitate electron transfer between distant metal redox centers. In these mutants, a histidine
is at position 124 on the β strand extending from Met121, and either tryptophan, tyrosine, or
phenylalanine is at 122. A powerful photosensitizer/oxidant, ReI(CO)3(4,7-dimethyl-1,10-
phenanthroline) (ReI(CO)3(dmp)), was attached to His124 (3MLCT excited state: E°
[*ReII(CO)3(dmp•−)(His124)/ReI(CO)3(dmp•−)(His124)] = 1.4 V vs. NHE.151 In the Re-
labeled Trp122 variant (ReI(CO)3(dmp)(His124)|(Trp122)|AzCuII), dmp and the Trp122
indole group are near van der Waals contact (∼4 Å), and the Cu-Re distance is 19.4 Å
(Figure 8).152

Optical excitation of ReI(CO)3(dmp)(His124) creates a 1MLCT excited state, which
undergoes ∼150 fs intersystem crossing 153 to a vibrationally excited triplet (*3MLCT).
Subpicosecond generation of ReI(CO)3(dmp•−)(His124) is attributable to ET from Trp122 to
the ReI(CO)3(dmp)(His124) excited singlet (1MLCT). A 350-ps kinetics phase is due to
equilibration between the 3MLCT state and ReI(CO)3(dmp•−)(His124)|(Trp122)•+|AzCuI,
followed by 30-ns reduction of (Trp122)•+ by AzCuI to generate ReI(CO)3(dmp•−)(His124)|
(Trp122)|AzCuII. Ground-state repopulation occurs in 3 µs via single-step ET from
ReI(CO)3(dmp•−)(His124) to AzCuII (Figure 9). Rate constants were calculated for
elementary reaction steps assuming a two-step kinetics model.

Most importantly, we demonstrated that CuI oxidation in ReI(CO)3(dmp)(His124)|(Trp122)|
AzCuI is orders of magnitude faster than expected for electron tunneling over 19 Å. In our
analysis, the reduction potential of *ReII(CO)3(dmp•−)(His124) is just 28 mV greater than
that of (Trp122)•+/0, but very rapid (∼ns) ET between adjacent dmp and Trp122 aromatic
rings occurs even at this small driving force. Replacement of Trp122 by Tyr or Phe inhibits
the initial ET event, as predicted, because the (Tyr122)•+/0 and (Phe122)•+/0 potentials are
200 mV above E°(*ReII/ReI(CO)3(dmp•−)(His124)). Concerted oxidation and deprotonation
of Tyr122 by *ReII(CO)3(dmp•−)(His124) could be thermodynamically favorable, but likely
would have an activation barrier. We conclude that deprotonation of the Trp radical cation, a
relatively weak acid (pKa = 4.5(2)),154–155 is slower 144 than oxidation of CuI in the protein.

A hopping map for ReI(CO)3(dmp)(His124)|(Trp122)|AzCuI is shown in Figure 10. The
bounded region corresponds to driving-force regimes in which two-step hopping is faster
than single-step tunneling. We note that the overall charge separation rate is more sensitive
to the free-energy change for the first of the two tunneling steps. Indeed, the rate advantage
of the multistep process is lost if the first tunneling step is too endergonic (ΔG°(Int→*ML)
> 200 meV).35,156 The map predicts a ∼100-ns time constant for CuI oxidation, in
reasonable accord with the experimental value of ∼30 ns.

A different type of map (Figure 11) can be employed to design electron hopping systems.157

We have used these maps to identify potential locations for redox intermediates (Int) in three
Ru-modified azurins (Ru-H107, Ru-H124, and Ru-H126). The maps compare the total ET
times for hopping from a donor (D) to an intermediate (I) to an acceptor (A) (τhop) versus
times for single-step D to A tunneling (τss). In all cases, the greatest hopping advantage
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occurs in systems where the Int-RuIII distance is 0 to 5 Å shorter than that for Int-CuI. The
hopping advantage increases as systems orient nearer a “straight-line” between the donor
and acceptor (the black diagonal), which is a result of minimizing intermediate tunneling
distances. The smallest predicted hopping advantage area is in Ru-H124 azurin, which has
the shortest Ru-Cu distance of the three proteins.

The maps in Figure 11 illustrate how the hopping advantage at a fixed D-A distance changes
as a function of driving force (−ΔG°). The hopping advantage is nearly lost as the driving
force for the first step (RuIII ← Int) falls below −0.15 eV. Isoergic initial steps give a wide
distribution of arrangements, where advantages as great as 104 are possible (for a fixed
donor-acceptor distance of 23.7 or 25.4 Å). A slightly exergonic RuIII ← Int step provides
an even larger distribution of arrangements for productive hopping, which will be the case as
long as the driving force for the first step is not more favorable than that for the overall
electron transfer.

In recent work, we employed nitrotyrosinate (NO2YO−) as a redox intermediate in the three
Ru-His labeled azurins to test the hopping advantage for net CuI → RuIII ET. The phenol
pKa of 3-nitrotyrosine is 7.2, permitting measurements at near-neutral pH rather than the
high pH values (>10) required to study analogous reactions in tyrosine. Stubbe and
coworkers employed a similar strategy using fluorinated Y residues to characterize the
radical transfer pathway in ribonucleotide reductase.158–159 Hopping ET via nitrotyrosinate
also avoids the complexities associated with the kinetics of proton-coupled redox reactions
of tyrosine. Mutant azurins were prepared with NO2YO− situated between the Ru and Cu
sites: RuH107NO2YOH109; RuH124NO2YOH122; and RuH126NO2YOH122. The first
two systems have cofactor placements that are close to optimal; the last system has a larger
first-step distance, which is predicted to decrease the hopping advantage.

Specific rates of CuI oxidation in the three proteins were more than 10 times greater than
those of single-step ET in the corresponding azurins lacking NO2YOH (107 or 122),
confirming that NO2YO− accelerates long-range ET. Using structural data along with
estimates of potentials, hopping maps were constructed to provide insights into NO2YO−-
meditated intraprotein ET (Figure 12). Here the proposed reaction sequence is [RuIII-
NO2YO−-CuI] → [RuII-NO2YO•-CuI] → [RuII-NO2YO−-CuII], although the nitrotyrosyl
radical intermediate has not been detected by transient spectroscopy in any of the proteins
investigated. The hopping maps predict electron transport times that are in good agreement
with experimentally determined rate constants. Importantly, we found that a 100–200 meV
endergonic intermediate redox step with NO2YO− accelerates long-range ET by more than
10-fold.

6. New Directions
In addition to providing fundamental insights into long-range ET processes, Ru and Re-
modified proteins have found important applications in studies of enzyme mechanisms.
Cytochrome c oxidase was an early target,160 wherein a Ru-modified cytochrome c was
used to inject electrons into the oxidized enzyme, and the flow of electrons was monitored
by transient spectroscopy. In this study, results from time-resolved electrometry following
electron injection into cytochrome oxidase from Ru-modified cytochrome c shed light on the
dynamics of charge migration and proton pumping in the enzyme.161

Most efforts to trap highly oxidized intermediates in cytochrome P450 catalysis have been
frustrated by rate-limiting formation of products as well as rapid enzyme decomposition.162

Promising results, however, were obtained when we found that horseradish peroxidase
compounds I and II could be generated by sequential oxidation of the ferric enzyme with
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Ru(bpy)3
3+.163 But the analogous approach was unsuccessful with cytochrome P450,

presumably because the heme is more deeply buried within the polypeptide matrix. We
fixed this problem by covalently coupling a Ru-diimine to a surface cysteine on a P450 BM3
mutant; laser flash-quench generation of Ru(III) was followed by production of compound II
in this structurally characterized Ru-modified P450 BM3.164 In subsequent work, Cheruzel
and coworkers reported that this Ru-modified P450 is an active photocatalyst for the
hydroxylation of lauric acid.165

The mechanism of nitrogen reduction to ammonia catalyzed by the nitrogenase enzyme has
attracted much interest since the original measurement of the N2 dissociation constant by
Lineweaver, Burk, and Deming in 1934.166 Efforts to elucidate the details of the eight-
electron, eight-proton hydrogenase/nitrogenase reaction continue to this day.167 Very
recently, Tezcan and coworkers have employed a Ru-modified enzyme to inject electrons
into the active site of the MoFe protein, catalyzing the six-electron reduction of HCN to CH4
and possibly NH3 as well.168 A very important finding is that the Ru-modified enzyme can
catalyze these multielectron reduction reactions without the assistance of ATP.
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Figure 1.
Variation of the maximum ET rate constant (νNκE) as a function HAB (Eqs. 4,5) for different
values of νN between 1010 and 1013 s−1.
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Figure 2.
Structural models of Pseudomonas aeruginosa azurin (PDB # 1E5Z). (a) copper
coordination geometry; (b) ribbon structure of the polypeptide backbone, highlighting
(orange) the sites of Ru-modification.
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Figure 3.

Distance dependence of driving-force optimized tunneling times, , for Ru-
modified azurins. Solid line corresponds to an exponential decay constant β = 1.1 Å−1.
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Figure 4.

Dependence of driving-force-optimized tunneling times, , on D-A distance in
Ru-proteins: azurin ( ); cytochrome c ( ); myoglobin ( ); cytochrome b562 ( ); and
HiPIP ( ).
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Figure 5.
Plot of the distribution of β values extracted from ET kinetics in Ru-proteins.
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Figure 6.
Plot of HAB as a function of D-A distance for thermal (red, magenta) and optical (blue)
intramolecular ET reactions. Data sources: ( ) Ru-modifed proteins;35 ( ) Ir2↔pyridinium
ET (Fox et al71); ( , ) binuclear Fe polypyridyl complexes (Elliott et al72); ( ) biphenyl
anion to naphthalene ET (Closs et al73); ( ) dithiaspirane-bridged Ru-ammine complexes
(Stein et al75); ( ) N-heterocycle-bridged Ru ammine complexes (Creutz76); ( ) aryl-
bridged bis-hydrazine compounds (Nelson et al77).
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Figure 7.
Distance dependences of the rates of single-step and two-step electron tunneling reactions.
Solid black line indicates the theoretical distance dependence for a single-step, ergoneutral
(ΔG°RP = 0) tunneling process (β = 1.1 Å−1). Dashed gray lines are distance dependences
calculated for two-step ergoneutral tunneling (R↔H↔P) with the indicated standard free-
energy changes for the R↔H step.
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Figure 8.
Model of the polypeptide backbone between Re and Cu in Re(CO)3(dmp)(His124)|
(Trp122)|Az (from PDB #2I7O).
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Figure 9.
Kinetics model of photoinduced electron transfer in Re(CO)3(dmp)(His124)|(Trp122)|Az.
Light absorption produces electron (red) and hole (blue) separation in the MLCT-excited
ReI complex. Migration of the hole to CuI via (W122)•+ is complete in less than 50 ns.
Charge recombination proceeds on the microsecond time scale. (Reproduced from ref 152
with permission from AAAS.)
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Figure 10.
Two-step hopping map for electron tunneling through ReI-modified azurin. Colored
contours reflect electron-transport time scales as functions of the driving force for the first
tunneling step (ordinate, Int→*ML) and the overall electron-transfer process (abscissa, CuI

→*ML). The heavy black lines enclose the region in which two-step hopping is faster than
single-step tunneling. The dashed black line indicates the driving force for
*ReII(CO)3(dmp•−)(His124)|(Trp122)|AzCuI → ReI(CO)3(dmp•−)(His124)| (Trp122)•+|
AzCuI ET; the black dot corresponds to *ReII(CO)3(dmp•−)(His124)| (Trp122)|AzCuI →
ReI(CO)3(dmp•−)(His124)|(Trp122)•+|AzCuI → ReI(CO)3(dmp•−)(His124)|(Trp122)|AzCuII

hopping. (Reproduced from ref 152 with permission from AAAS.)
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Figure 11.
Hopping advantage maps for a two-step ET system (CuI → Int → RuIII) in each of three
azurins. In each map the overall driving force −ΔG°(CuI → RuIII) is 0.7 eV, the
reorganization energy (λ) is 0.8 eV, T is 298 K, the distance decay constant (β) is 1.1 Å−1,
and the close-contact rate constant is (kET°) is 1013 s−1. τhop is the calculated hopping rate
constant and τss is the calculated single-step rate constant. The first step driving forces (−ΔG
° (Int → RuIII)) are indicated at the left. The contour lines are plotted at 0.1 log unit
intervals. (Reprinted with permission from J. Am. Chem Soc2013135(30), 11151–11158.
Copyright 2013 American Chemical Society.)
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Figure 12.
Hopping maps for NO2YO−-substituted azurins: (A) RuH107NO2YO−109 with r1 = 11.4, r2
= 16.7, rT = 25.4 Å. (B) RuH126NO2YO−122 with r1 = 14.2, r2 = 13.3, rT = 23.7 Å. (C)
RuH124NO2YO−122 with r1 = 7.8, r2 = 13.3, rT = 19.4 Å. In all maps λ = 0.8 eV, β = 1.1
Å−1, T = 298 K, and kET° = 1013 s−1. The subscripts 1, 2, and 3 refer to RuIII, NO2YO−, and
CuI respectively. The contour lines are plotted at 0.2 log unit intervals. The black dots (or
black bar in (A)) correspond the driving forces estimated for the Ru-proteins. (Reprinted
with permission from J. Am. Chem Soc2013135(30), 11151–11158. Copyright 2013
American Chemical Society.)
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Table 1

Self-exchange reorganization energies for selected metal-aquo ions and metalloproteins.

Redox Center Protein λ, eV

[Fe(OH2)6]3+/2+ 2.5(1)a

[Co(OH2)6]3+/2+ 3.7(1)a

[Ru(OH2)6]3+/2+ 1.8(1)a

[Fe(heme)(SMet)(NHis)] cytochrome c 0.7(1)b

[Cu(SCys)(NHis)2] azurin 0.7(1)c

[Cu2(µ-SCys)2(NHis)2] CuA domain <0.5(1)d

[Fe4S4(SCys)4] HiPIPe 0.6(2)f

a
N. Sutin38

b
Mines et al43

c
DiBilio et al44

d
P. Brzezinski;45 O. Farver et al.;46 B. E. Ramirez et al47

e
High potential iron protein.

f
E. Babini et al48
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