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Abstract
Electrical shock has been the one effective treatment for ventricular fibrillation for several
decades. With the advancement of electrical and optical mapping techniques, histology, and
computer modeling, the mechanisms responsible for defibrillation are now coming to light. In this
review, we discuss recent work that demonstrates the various mechanisms responsible for
defibrillation. On the cellular level, membrane depolarization and electroporation affect
defibrillation outcome. Cell bundles and collagenous septae are secondary sources and cause
virtual electrodes at sites far from shocking electrodes. On the whole-heart level, shock field
gradient and critical points determine whether a shock is successful or whether reentry causes
initiation and continuation of fibrillation.
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Introduction
More than 100 years ago, strong electric shocks were shown to terminate ventricular
fibrillation (VF) (1, 2). Electrical defibrillation has been used clinically as the principal
effective treatment for VF for more than half a century (3, 4). Implantable cardioverter
defibrillators capable of detecting and terminating VF are commonly used in patients at high
risk for sudden cardiac death, and the prevalence of automatic external defibrillators has
enhanced the availability of life-saving defibrillation therapy to a greater population. Despite
increased accessibility to technology to deliver defibrillation shocks, the mechanisms by
which shocks terminate VF are still not fully understood.

Early theories of the mechanisms of defibrillation proposed that a defibrillation shock must
be strong enough to stun or excite a large majority of the cardiac tissue. If a sufficient
portion of the cardiac tissue were made temporarily unexcitable by a shock, the
uncoordinated wavefronts of excitation that perpetuate VF would be extinguished, and
would allow normal cardiac excitation and contraction to resume (5–7). Although this
concept remains the underlying principle of defibrillation, the effects of shocks on the
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cellular, tissue, and whole-organ levels must be understood to gain an appreciation of the
defibrillation process in detail.

As new techniques and technology have evolved, so too has our understanding of the
mechanisms of defibrillation. Electrical and optical mapping techniques that permit
recording of cardiac activation before, during, and after defibrillation shocks allow for direct
observation of the response of cardiac tissue to shocks. Extensive computer modeling of
cardiac excitation and its response to defibrillation shocks has provided important insights as
well.

In this review, the mechanisms by which defibrillation shocks affect the heart on the cellular
and tissue levels are discussed. The responses of single cells and multicellular tissues to
electric fields are described. However, the whole-heart responses to defibrillation shocks are
more complicated than a simple scaling up of the cellular effects of electrical stimulation.
Mechanisms of whole-heart defibrillation are presented, and unresolved questions and future
directions of research with respect to defibrillation are discussed.

Cellular Mechanisms of Defibrillation
Single Cell Vm Response to Electric Fields

Electrical excitation of cardiac cells requires a stimulus of sufficient strength so that the
transmembrane potential (Vm) rises to the activation threshold. When an isolated cell is
subjected to an electric field, current flows from one electrode to another along the cell
surface. Because of the relatively high impedance of the cell membrane compared with the
impedance of the extracellular space and the small cell length [much smaller than the
electrotonic space constant of cardiac tissue (8–10)], little current supplied by the shock
electrodes enters the cell. Therefore, the intracellular voltage (Vi) does not change
appreciably from one end of the cell to the other. On the other hand, the extracellular voltage
(Ve) drops linearly over the cell length. As a result, the transmembrane potential (Vm = Vi −
Ve) also changes along the cell length as a linear function (Figure 1) with hyperpolarization
and depolarization at the cell ends facing the anode and cathode, respectively. When Vm in
the depolarized section of the cell reaches the activation threshold, a sufficient number of
ion channels are opened to initiate an action potential, which then spreads into the entire
cell. These predictions about the distribution of shock-induced Vm changes and activation
pattern were confirmed on a qualitative level in measurements from isolated cardiac
myocytes using fluorescent Vm-sensitive dyes and optical mapping techniques (11–13).

The cell response to an electric shock depends on the state of the cell before the shock as
well as the strength of the electrical stimulus. Before a shock, a cell may be at rest, in a
refractory state, or in a partially refractory state. When extracellular shock potential gradient
∇V) is above diastolic threshold and the cells are in their relatively refractory period, a
slight change in the shock timing can significantly alter the cellular response. Figure 2a
shows that when such a shock is applied during the relative refractory state, a difference of
only a few milliseconds in shock timing can determine whether the shock initiates a new
action potential or has almost no effect. When shocks are applied earlier during the
refractory phase of the action potential, they produce positive and negative changes in
transmembrane potential (ΔVm) that increase nonlinearly with an increase in ∇V (13). The
magnitude of ΔVm also depends on the shock polarity, which again indicates a nonlinear
behavior of Vm (mechanisms of nonlinear Vm response are discussed below). New action
potentials are not generated because sodium channels are inactivated. With larger ∇V,
shocks cause varying increases in action potential duration depending on ∇V and the state
of the cells (Figure 2b). Depending on the exact shock timing, shocks delivered during
repolarization may not only lengthen action potential duration by varying amounts (Figure
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2b), but may leave action potentials unchanged, terminate them prematurely, or prevent new
action potentials (14–16).

Vm Response to Electric Fields in Multicellular Tissue
The response of a single cell to an electric field demonstrates many important principles
underlying defibrillation. However, cardiac cells are not isolated cells that respond
independently from the surrounding tissue. Gap junctions between cells, collagenous septae,
tissue orientation, fiber curvature, limited extracellular space resulting from proximity to
neighboring structures, and other factors may alter the response of a single cell to an electric
field.

Virtual electrodes—Whereas the pattern of ΔVm caused by a shock in a single, isolated
cell is relatively straightforward, the distribution of ΔVm in three-dimensional cardiac tissue
is much more complex. One approach to modeling cardiac tissue is to represent it as a
syncytium with separate extracellular and intracellular spaces. If a large syncytium of cells
behaves as a cable, then classical one-dimensional cable model theory predicts that when a
uniform electric field is applied to it, shock-induced ΔVm should be largest at the tissue
nearest the shock electrodes and fall off exponentially as the distance from the electrodes
increases (Figure 3a) (17). In such a case, the electric field should be sufficient to excite
tissue only in the immediate vicinity of the shocking electrodes because ΔVm will be very
small in the majority of the cable. However, optical mapping studies have shown that ΔVm
occurs at sites located far away from the shocking electrodes (18, 19). Regions of ΔVm that
are not near the shocking electrodes are called secondary sources or virtual electrodes.

Sawtooth model—Such secondary sources of activation may arise either from
nonuniformity of the electric field or from nonuniformity of the local resistive properties,
which cause redistribution of the current supplied by the shock electrodes between
extracellular and intracellular spaces. The first specific mechanism of secondary sources and
tissue activation was the cellular sawtooth model (17). This model consists of a chain of
cells interconnected by high-resistance gap junctions. The Vm response of each cell in the
chain to a shock is qualitatively similar to the response of the isolated cell shown in Figure
1. Each cell is hyperpolarized at one end and depolarized at the other end. For gap junction
resistance less than infinity, the magnitudes of maximal hyper- and depolarizations in cell
chain are somewhat smaller than in the single cell. The lower the resistance of the gap
junction is, the lower is ΔVm for a given ∇V. At the lower limit of zero resistance at the gap
junction, the sawtooth completely disappears, leaving the ΔVm predicted by cable theory
(Figure 3a). Alternating areas of positive and negative polarizations form the sawtooth
pattern (Figure 3b,c). When the electric field is strong enough, Vm in the depolarized areas
of all cells reaches the activation threshold, initiating local excitation, which spreads to the
hyperpolarized areas. As a result, the whole cell chain is activated nearly simultaneously.

Although cellular sawtooth polarization patterns were observed experimentally in isolated
pairs of cardiomyocytes (20), they were not found in multicellular tissues such as cultured
cell monolayers (19). Besides the possibility of a low gap-junction resistance, an additional
explanation for the discrepancy between the sawtooth model and experiments in cell
cultures is the effect of lateral averaging described for microscopic conduction (21) The
sawtooth mechanism assumes that axial current is forced to flow through each intercellular
junction, resulting in a large voltage drop across this junction. In two-dimensional tissue,
however, a portion of axial current can bypass a particular junction and flow through
junctions offered by lateral cell connections. In cell cultures, this averaging effect might be
especially prominent because of the relatively uniform distribution of gap junctions along
the cell perimeter (22). In the intact adult myocardium, the ΔVm at cell borders might be
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larger due to a larger cell size and a more concentrated distribution of gap junctions at the
end-to-end cell connections. However, this effect could be offset by increased numbers of
lateral connections in the three-dimensional tissue. Measurements of ΔVm in rabbit papillary
muscle using a roving microelectrode displaced in subcellular steps (23) did not reveal
significant secondary sources at cell boundaries. High-resolution optical mapping of guinea
pig papillary muscle revealed randomly distributed peaks in ΔVm with dimensions in the
range of 30 μm to 0.5 mm, rather than a repeating pattern predicted by the sawtooth model
(24).

A model of syncytial heterogeneity predicted that a random variation of intracellular to
extracellular volume fraction produced ΔVm variation of sufficient size to cause far field
excitation (25, 26). A subsequent model incorporated varying cell length, cell diameter,
extracellular space, and junctional resistance and demonstrated that random variation of
these parameters caused ΔVm peaks 5–6 times larger than sawtooth models with
homogeneous cells (27). These models demonstrated that syncytial heterogeneities of even
modest size could cause secondary source generation in simulated cardiac tissue.

Tissue structure and secondary sources—In addition to cell boundaries and the
syncytial heterogeneities discussed above, cardiac tissue possesses other types of structural
discontinuities. One common type of discontinuity is intercellular clefts due to blood vessels
and islands or septae of connective tissue (28–30). The effects of such discontinuities on Vm
were investigated in cell monolayers with patterned intercellular clefts of variable
dimensions (31). Figure 4 demonstrates the effect of an electrical shock on Vm at an
intercellular cleft with dimensions of approximately 240 by 60 μm. With one shock polarity
(Figure 4a,b), cells were depolarized on one side of the cleft and hyperpolarized on the other
side, corresponding to virtual cathodes and anodes, respectively. With the reversed shock
polarity, the regions of depolarization and hyperpolarization were reversed (not shown). The
magnitude of the ΔVm increased with increasing cleft length. When the mean shock ∇V was
8.5 V cm−1, the estimated threshold level of ΔVm necessary for cell activation in diastole (25
mV) was achieved with a cleft length of 171 ± 7 μm. When this shock strength was given in
diastole, it caused direct excitation of cells in the immediate vicinity of the clefts (Figure
4c), where cells were depolarized when shocks were given during the action potential
plateau (Figure 4a). On the opposite side of a cleft, cells were initially hyperpolarized by
shocks and then depolarized by the spreading excitation wave (Figure 4d).

In addition to naturally occurring discontinuities, secondary sources may be also created at
sites of artificial discontinuities such as surgical or myocardial infarct scars. A study
performed in canine hearts demonstrated that when a myocardial lesion was made
approximately 2.5 cm from a stimulating electrode, a sufficiently strong stimulus created
activation fronts arising both from the electrode site and from the site of the lesion (32). The
same mechanism may be responsible for local tissue activation at scars during application of
defibrillation shocks.

Nonlinear response of Vm to extracellular fields—According to histologic studies,
the intramural myocardium is organized into sparsely interconnected cell bundles and layers
of variable thickness separated by connective tissue septae (33, 34). The boundaries of such
structures create obstacles to extracellular current flow surrounding the myocytes, and
therefore, they may form a substrate for the formation of secondary sources. To elucidate the
basic properties of Vm responses in cell layers, these structures were mimicked in cell
culture by growing linear cell strands of variable width (31). Figure 5 illustrates ΔVm
induced in cell strands by shocks applied during the action potential plateau. Similar to other
secondary sources, positive and negative polarizations were produced on opposite sides of
strands facing the cathode and anode, respectively. The shape and the magnitude of ΔVm
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were strongly dependent on the shock strength and the strand width. Small ΔVm produced
by weak shocks in narrow strands had a simple monotonic shape, and they were linear; i.e.,
ΔVm magnitude was proportional to the shock strength (not shown). The range of ΔVm with
a linear membrane response was approximately ±40% of the action potential amplitude
(APA) from the plateau level. Larger ΔVm induced in wider strands and/or by stronger
shocks were strongly nonlinear. Depending on the shock strength, two types of nonlinear
ΔVm could be observed in the same strand. Shocks of intermediate strength induced
asymmetric ΔVm distributions in which the negative ΔVm at one strand border was much
larger than positive ΔVm at the opposite border (Figure 5b, thin traces). This ΔVm
asymmetry was associated with saturation of positive ΔVm as the shock strength increased
(Figure 5c). Because of the saturation, positive ΔVm never exceeded 100% of the APA.
Similar negatively asymmetric Vm responses were also observed in other preparations,
including guinea pig papillary muscle (35, 36) and isolated myocytes (13).

Stronger shocks induced another type of Vm response in cell cultures, with negative ΔVm
exhibiting a nonmonotonic time course in which an initial large hyperpolarization was
followed by a positive shift of Vm (Figure 5b, gray and thick black traces). As a result of this
positive shift, the Vm level at the end of the shock became smaller than during a weaker
shock, radically reducing the ΔVm asymmetry. As a result, negative ΔVm exhibited
saturation with increasing shock strength at a significantly higher level (∼200% of APA)
than saturation of positive ΔVm (Figure 5c). Elevation of diastolic Vm after the shocks as
well as the appearance of postshock arrhythmias occurred in parallel with nonmonotonic
negative ΔVm in the cell cultures (37). The elevated diastolic Vm suggests that the shock
caused electroporation of the cell membrane, as discussed below. The field threshold for
postshock arrhythmias was very close to the thresholds for nonmonotonic negative ΔVm.
Optical mapping in cell strands with local expansions demonstrated that postshock
arrhythmias were focal and that the arrhythmia source was located on the cathodal side of
strands in the area of nonmonotonic negative ΔVm (37).

Nonmonotonic ΔVm were also observed in epicardial recordings from isolated rabbit hearts
(38). These ΔVm exhibited some differences from polarizations measured in cell cultures.
Thus, the nonmonotonic time course in rabbit hearts was observed for both negative and
positive ΔVm (Figure 6). Similar to cell cultures, the occurrence of nonmonotonic ΔVm was
paralleled by elevation of diastolic Vm. These results indicate that membrane conductance is
not constant during a shock application but undergoes Vm- and time-dependent changes. The
ionic mechanisms of nonlinear ΔVm are discussed below.

As mentioned above, substrates that form discontinuities in intercellular impedance in
myocytes and, hence, secondary sources, are naturally found in the form of collagenous
septae between myocyte bundles and around blood vessels. Confocal microscopy of rat
ventricular tissue has shown that normal ventricular tissue has abundant collagenous septae
and cleavage planes (39–41). Computer simulations using a model of such tissue
demonstrated that secondary sources were readily created by these cleavage planes (Figure
7) (39). Such secondary sources resulted in areas of positive and negative ΔVm on a
microscopic scale throughout the tissue distant from the stimulating electrodes.

Macroscopic measurements of shock effects on intramural Vm were carried out in coronary-
perfused wedge preparations of porcine left ventricular wall (42–45). These experiments
demonstrated that sufficiently strong shocks produced widespread polarizations in
intramural tissue layers. When shocks were applied during the action potential plateau,
shock-induced ΔVm was negative everywhere across the LV wall, even at the wall edge
facing the cathode for shocks of both polarities (Figure 8). This finding can be explained by
assuming that shocks produce widely distributed microscopic secondary sources in the
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intramural myocardium and that the Vm response to the electric field is highly asymmetric,
with negative ΔVm exceeding positive ΔVm. The likely anatomic substrate for formation of
microscopic sources is the laminar tissue structure (Figure 7). The Vm response of a tissue
layer to electric shock should be similar to the response of microscopic cell strands
illustrated in Figures 5 and 6. According to this behavior, shocks should induce both positive
and negative ΔVm on the opposite sides of individual cell layers. However, because these
polarizations were measured on a macroscopic scale, microscopic negative and positive
polarizations should be averaged out. If cardiac tissue had a linear Vm response to electric
field, the net result would be zero or a negligible macroscopic polarization. Sufficiently
strong shocks applied during the action potential plateau, however, induce asymmetric ΔVm
with a strong negative bias (ΔV−

m > ΔV+
m). Because of this asymmetry, spatial averaging of

microscopic measurements should yield only negative ΔVm. This can explain globally
negative polarizations observed in macroscopic measurements from wedge preparations. In
addition to the secondary sources formed by the laminar structure of the heart, the bidomain
structure of the myocardium (restricted intracellular and extracellular domains) with
different anisotropy ratios also affects how ΔVm responds to electric stimuli (17, 46–48).

Ionic mechanisms of nonlinear ΔVm—The ΔVm asymmetry with larger negative than
positive ΔVm for shocks during the action potential plateau reflects an outward shift in the
balance of membrane currents. Therefore, it could be expected that ΔVm asymmetry is
related to the flow of an outward potassium current, and application of potassium channel
blockers should reduce the degree of the ΔVm asymmetry. Contrary to this expectation,
however, application of the potassium channel inhibitors barium chloride (inward rectifier
current), and 4-aminopyridine (transient outward current) did not reduce the ΔVm
asymmetry (37, 49), indicating that neither of these outward currents was responsible for the
ΔVm asymmetry.

Unexpectedly, it was found that the asymmetric behavior of ΔVm was reversed by
application of a calcium channel blocker. Figure 9 shows the effect of nifedipine on shock-
induced ΔVm in linear cell strands. In the control, the maximal ΔV−

m was 2.52 ± 0.5 (mean
± standard deviation) times larger than the maximal ΔV+

m (Figure 9d). Application of
nifedipine caused a strong increase of the maximal ΔV+

m, whereas ΔV−
m changed only

slightly (Figure 9a,b). This caused a reduction of the average asymmetry ratio to 1.62 ± 0.2
(P < 0.001) (Figure 9d).

The effect of nifedipine on ΔVm indicates that the ΔVm asymmetry is caused by the outward
flow of ICa in the depolarized portions of strands. In the physiologic range of Vm, ICa is
inward, but it changes direction when Vm exceeds the reversal potential for ICa. According
to patch-clamp studies, the ICa reversal potential in rat and rabbit myocytes is 45 to 50 mV
(50, 51). Therefore, positive ΔVm with magnitudes larger than 45 to 50 mV should be
reduced by the outward flow of ICa, which explains the effect of nifedipine on ΔV+

m.

Simultaneous optical mapping of ΔVm and ΔCai
2+ in myocyte cultures has provided further

evidence for the importance of ICa in determining ΔVm asymmetry (52). It was found that
shocks caused transient Cai

2+ decreases at sites of both negative and positive ΔVm.
Application of nifedipine eliminated the Cai

2+ decrease at ΔV+
m sites. These results indicate

that ICa indeed flows in the outward direction in the areas of positive polarization, thus
reducing the ΔV+

m magnitude.

The effect of ΔVm asymmetry might have important implications for defibrillation in the
whole heart. During early VF, most of the myocardium is in the plateau of the action
potential (53). Therefore, the effects of defibrillation shocks on Vm are predicted to be
asymmetric, with a larger portion of myocardium undergoing negative rather than positive
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Vm changes. As is discussed later in this chapter, an interaction between areas of hyper- and
depolarization can lead to the formation of wave breaks and defibrillation failure (54).
Because the asymmetry in ΔVm determines the size and the shape of the areas of hyper- and
depolarization, it could affect the outcome of a defibrillation shock.

The other type of nonlinear shock-induced polarization, nonmonotonic negative ΔVm, could
be due to either activation of a hyperpolarization-induced inward ionic current or flow of a
nonspecific inward current caused by membrane electroporation. There are two ionic inward
currents operating at large negative Vm: the inward rectifier current, Ik1, and the
hyperpolarization-induced If current (55), which was previously implicated in anodal break
excitation (56). The roles of If and Ik1 currents in ΔVm were examined in cell cultures using
channel blockers (57). Application of either cesium chloride (If blocker) or barium chloride
(Ik1 blocker) caused no change in the negative ΔVm, indicating that these currents are not
responsible for the nonmonotonic Vm response.

An alternative explanation for nonmonotonic ΔV−
m is that it could be due to membrane

electroporation. A direct method to detect electroporation is to expose cells to membrane-
impermeable dye during shock application and to measure cell uptake of the dye. This
method was used in two recent studies performed on cell cultures (37) and rabbit hearts (38)
using the fluorescent dye propidium iodide. In cell cultures, application of a series of shocks
of a strength similar to that inducing nonmonotonic ΔV−

m caused cell uptake of propidium
iodide in the hyperpolarized region at the anodal side of cell strands but not on the cathodal
side (57). In rabbit hearts, strong shocks of either polarity caused increased fluorescence and
nuclear staining of subepicardial tissue layers with propidium iodide, whereas weaker
shocks did not (Figure 10). When the propidium iodide passed into the cells, the observed
fluorescence increase took place over the course of several minutes, which suggests that
damage from electroporation persisted for several minutes rather than seconds.

Global Mechanisms of Defibrillation
Computer simulations and experimental observations with catheter electrodes in close
contact with cardiac tissue showed that areas close to shocking electrodes produce virtual
electrodes that either hyperpolarize or depolarize the surrounding tissue (58, 59).
Monophasic shocks may be strong enough to terminate the wavefronts of VF, but fail to
defibrillate because the shocks create virtual electrodes, which generate new wavefronts that
reinitiate VF (60, 61). Figure 11 shows the development of a virtual cathode and anode on
the anterior epicardium of an optically mapped rabbit heart (62). The numerous small areas
of depolarization and hyperpolarization shown in Figure 8 are not seen, probably because of
the large size of the pixels and because, as shown in Figure 7, the collagenous septae do not
extend all the way to the epicardium. After the shock, an activation front arises near the
boundary of the virtual cathode and spreads rapidly through the hyperpolarized tissue in the
virtual anode, and a reentrant circuit is formed that causes the shock to fail.

Critical Points
Electrical shocks delivered during a critical repolarization portion of the cardiac cycle
termed the vulnerable period can lead to VF (63). More than 100 years ago, it was observed
that there is an upper limit of stimulus strength above which VF will not be induced, also
known as the upper limit of vulnerability (ULV) (64). Subsequent experiments demonstrated
that the ULV and the defibrillation threshold (DFT) are closely related and that many of the
mechanisms responsible for the initiation of VF by a shock in the vulnerable period are also
active during defibrillation shocks (65–70). These considerations led to the ULV hypothesis,
which states that for a shock to successfully terminate VF, it must alter the transmembrane
potential throughout the myocardium in such a way that the wavefronts of VF are halted, yet
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new wavefronts that can reinitiate VF are not induced (69). These realizations led to the
development of the critical point theory of defibrillation, which suggested that reentry was
initiated at the intersection of critical points of local field strength and tissue with critical
levels of recovery (68, 71).

In many of the optical and electrical mapping studies that have attempted to determine the
mechanism by which shocks give rise to action potentials that reinitiate VF, the shocks were
not given during VF but during phase 2 or phase 3 of the action potential of paced rhythm
(54, 71–74). These shocks were observed to induce reentry that degenerated into VF by the
creation of a critical point (Figure 12). One type of critical point was formed during phase 3
of the action potential by the intersection of a spatial gradation of refractoriness with a
spatial gradation of the extracellular ∇V field created by the shock (Figure 12a) (71, 75).
Electrical mapping revealed that an activation front after the shock formed a rotor whose
core was at this critical point. This rotor either terminated after a few cycles or was sustained
long enough that secondary reentry occurred and led to degeneration into VF. The critical
values of the ∇V and refractoriness are different for different waveforms (76). The
waveforms with the lowest DFT are those with critical points in which the critical values of
both the shock ∇V and the degree of refractoriness are low. It was hypothesized that the
advantage of the low ∇V is that it can be obtained with a smaller shock, whereas the
advantage of the lower degree of refractoriness is that the reentry core is in more recovered
tissue, perhaps increasing the likelihood that the rotor will halt spontaneously before VF
develops (76). Of all the waveforms tested, the one that best met both of these criteria was a
biphasic waveform in which each phase is 4 ms long.

The important variable in the other type of critical point is the pattern of the virtual
electrodes of hyperpolarization and depolarization caused by the shock, not the strength of
the shock ∇V or the degree of refractoriness as in the first type of critical point (54, 74).
Within the hyperpolarized region, even though it is in phase 2 of the action potential and so
is in its absolute refractory period, the myocardium is “deexcited” so that its action potential
is truncated and excitability is restored. This restoration of excitability allows the adjacent
depolarized region to activate the hyperpolarized tissue, giving rise to an activation front
that forms a rotor around a critical point formed where the adjacent hyperpolarization and
depolarization decrease to the point that a postshock activation front is not initiated (Figure
12b). Thus, although the virtual electrodes are necessary to halt the fibrillatory activation
fronts present at the time of the shock, the activation front formed in the deexcited region
after the shock can lead to the reinitiation of reentry and the failure of the shock to
defibrillate (54, 74). Efimov and coworkers (54) proposed that a biphasic waveform is better
able to defibrillate because the second phase of the shock restores the ΔVm back toward the
transmembrane potential levels before the shock, thus obliterating the virtual electrodes and
preventing the launch of an activation front after the shock in the hyperpolarized region
(Figure 13) (54).

With one exception (54), epicardial and intramural electrical and optical mapping studies in
which shocks of a strength near the DFT were given during VF did not observe either of the
types of critical points that were seen with shocks of a strength near the VF threshold during
paced rhythm (77–80). Instead, activation arose focally and spread away in all directions to
activate the entire myocardium (Figure 14). In those episodes when the shock failed to
defibrillate, these foci arose rapidly and repetitively for more than three cycles, after which
activation fronts degenerated back into VF. If the foci only lasted for one or two cycles, VF
was not reinitiated and the shock succeeded.
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In summary, critical points are formed by a combination of the field gradients and the
underlying refractoriness of the tissue. Reentry and refibrillation may occur at sites far from
electrodes if the appropriate conditions are met.

Isoelectric Window
Although the earliest activation appears almost immediately after the shock for the two types
of critical points shown in Figure 12, the first postshock focus is not observed by epicardial
electrical or optical mapping techniques for approximately 50 to 90 ms after the shock
(Figure 14) (78, 81). To eliminate the possibility that intramural reentry or activation could
be occurring during this epicardial isoelectric window, transmural activation was mapped
following near-DFT strength shocks (79). Transmural mapping confirmed that there was a
period of 58 ± 23 ms (mean ± standard deviation) before the first postshock activation and
that these activations proceeded from a focus. It is possible that this focus arose either from
a propagated graded response or from triggered activity. Because of the long interval from
the shock until the first focal activity is observed, it has been hypothesized that this triggered
activity is a delayed afterdepolarization (80). However, a study using pinacidil (early
afterdepolarization inhibitor) and flunarizine (delayed afterdepolarization inhibitor) showed
no significant change in DFT, isoelectric window, or first activation location (82). Also,
some data suggest that these delayed foci arise from a slow propagated graded response (83,
84). However, if these foci do arise from a delayed afterdepolarization, then the mechanism
by which a biphasic waveform has a lower DFT than a monophasic waveform may be that it
causes less postshock action potential prolongation, because an increased action potential
duration increases the likelihood of delayed afterdepolarizations (85).

Recent modeling work has suggested that the first postshock activation initiates deep within
the ventricular wall due to virtual electrodes (86, 87). This activation then “tunnels” through
an excitable pathway and eventually blocks or emerges as and epicardial focus. The
isoelectric window is therefore an artifact of the inability to record activation transmurally
throughout much of the heart.

Another possible source for the isoelectric window is that activation is present in the
specialized conduction system during this time of propagation through the Purkinje-muscle
junction into the working myocardium at the end of the isoelectric window. A recent study
demonstrated that the Purkinje system is active during the first postshock cycle, but the
authors were unable to determine if activation initiated within the specialized conduction
system or propagated retrogradely into it from the working myocardium (88). A subsequent
study demonstrated that the first postshock activation typically initiated in the working
myocardium following periods of short duration VF (<1 min), while the first postshock
activation initiated in the Purkinje system following a period of long duration VF (>1 min)
(89). Recent evidence has shown that VF evolves as it progresses over several minutes (90,
91), so that the mechanisms of maintenance for short-duration VF (SDVF) and for VF
lasting longer than 1 min (long-duration VF, or LDVF) may differ (92–94). This difference
in first postshock activation activity suggests that there may be important differences in the
mechanisms of defibrillation as well after periods of prolonged VF. Further studies are
warranted into the mechanisms of defibrillation in periods of prolonged VF (5–10 min), as
seen clinically in patients with sudden cardiac arrest and death.

Alternative Strategies for Terminating Ventricular Fibrillation
The most effective strategy for terminating VF is with a large electric shock. Rapid pacing is
often used to terminate ventricular tachycardias so that a shock is not necessary. Rapid
pacing in fibrillating canine (95, 96) and human atria (97, 98) and in porcine ventricles (99,
100) has not been shown to terminate fibrillation but has demonstrated capture and
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entrainment of fibrillating tissue in the region around the pacing site. These studies involved
fixed pacing algorithms that were not adapted to the characteristics of the fibrillating tissue.
Other studies have attempted to use adaptive pacing techniques. Chaos-control feedback has
been proposed and tested with limited success to suppress arrhythmias in small pieces of
rabbit ventricle (101) and human atria (102, 103). A variety of adaptive pacing algorithms
have been tested in fibrillating porcine ventricles, but the choice of algorithm had little
bearing on the amount of capture that was achievable (104). Pace termination of VF would
increase device battery life and cause less tissue damage. However, success with this
technique to halt VF or to lower the DFT for a shock has been minimal.

Future Challenges
Questions remain regarding the source of the first postshock activation and the isoelectric
window. There is also disagreement in the literature as to whether debrillation shocks
themselves damage the heart. There are limited studies that investigate the mechanisms of
defibrillation following long-duration VF, and there may be significant changes in the
mechanisms of VF during the global ischemia in long-duration VF.

Time preceding a defibrillation shock is one of the greatest determinants of patient outcome.
The probability of survival from an episode of VF decreases by approximately 10% per
minute, with few patients surviving episodes of VF that last more than 10 min.
Consequently, minimizing time to defibrillation through community awareness and access to
defibrillators will likely lead to increased survival in VF patients.

There has been debate as to whether patients with VF should receive chest compressions
preceding defibrillation shocks or whether shocks should be delivered as soon as possible.
Refibrillation following successful defibrillation is common and is negatively associated
with VF survival (105).

Lower-energy defibrillation for implantable cardioverter defibrillators continues to be an
area of research aiming to prolong battery life and to reduce possible damage from the high
current density immediately surrounding shocking coils. Low-threshold atrial DFTs may
possibly reopen the door to device therapy for atrial defibrillation, although current device
configurations have proven still too painful to be well tolerated by unsedated patients (106).

Conclusion
Optical and electrical mapping techniques have improved our understanding of the cellular,
tissue, and whole-organ mechanisms responsible for defibrillation. Shocks induce a change
in transmembrane potential in myocytes that leads to termination of VF wavefronts.
Microscopic tissue-level discontinuities such as myocyte bundles, collagenous septae, and
blood vessels create secondary sources that allow shocks to activate cardiac tissue distant
from the electrodes. Critical points of shock strength and recovering tissue created by shocks
and critical points of virtual electrodes may determine if and how shocks cause new
activation fronts that reinitiate VF.
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Glossary

VF ventricular fibrillation

Vm transmembrane potential

APA action potential amplitude

DFT defibrillation threshold
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Figure 1.
Vm response in a single cell to an electric field. (a) Schematic of an elongated cell in an
electric field. An electric field (E) creates a gradient of extracellular potential (Ve). Dashed
lines indicate isopotential lines. Because of the relatively high impedance of the cell
membrane and the short cell length, negligible amounts of current pass through the
membrane, and the intracellular voltage (Vi) remains nearly constant throughout the cell. (b)
Spatial profiles of Ve, Vi, and transmembrane potential (Vm) along the cell.
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Figure 2.
Varying strength and timing of shocks (S2) with respect to the previous electrical stimulus
(S1) produce varying responses in recordings of transmembrane potential. (a) With a
relatively weak shock field of 1.6 V cm−1, an all-or-nothing response is observed depending
on the S1–S2 interval. With an S1–S2 interval of 222 ms, almost no response occurs. With
an S1–S2 interval only 3 ms longer, 225 ms, a new action potential occurs. (b) A strong
shock field of 8.4 V cm−1 during the plateau of an action potential produces a graded
response that varies with the state of the cardiac cell when the shock was delivered. The S1–
S2 interval was varied from 90 to 230 ms. The tracings are time aligned with the S2 shock
(16).
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Figure 3.
Vm responses to uniform electric field predicted by the classical cable model and the
sawtooth model. (a) The cable model predicts that Vm effects are limited to a group of cells
in the immediate vicinity of the shocking electrodes. (b) The sawtooth model predicts a
pattern of alternating positive and negative Vm changes (shown by Vm

1) due to abrupt
changes in intracellular resistivity across intercellular junctions. The cable model prediction
is shown by Vm

0. (c) The summed predicted ΔVm from the cable and sawtooth models (17).
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Figure 4.
Role of intercellular clefts in shock-induced ΔVm and tissue activation. (a) The shock-
induced ΔVm surrounding a cleft in a myocyte monolayer follows the color scale on the
bottom of the panel. White areas in the middle depict the intercellular cleft. The outline
corresponds to the boundary of the photodiode array. APA, action potential amplitude. (b)
Individual pixel recordings from sites 1–8 as shown in panel a with the shock waveform
below. (c) Isochronal maps of activation spread initiated from secondary sources during
application of shocks in diastole. The gray scale indicates the time of the isochronal lines.
Arrows indicate the direction of activation spread. Activation times are determined from the
time of earliest activation within the mapping region. (d) Individual pixel recordings from
sites 1–10 from panel c. Activation times are shown with circles on the traces (31).
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Figure 5.
Shock-induced ΔVm in cell strands. (a) Schematic drawing of a cell strand and two
photodiodes at opposite strand borders. (b) Recordings of ΔVm at strand border locations 1
and 2 during shocks of approximately 5 V cm−1 (green trace), 10 V cm−1 (blue trace), and
15 V cm−1 (purple trace). The shock field (E) for each shock is shown at the bottom. (c) The
dependency of maximal positive and negative ΔVm at the opposite strand borders on the
shock strength. Vertical dashed lines separate ranges with simple asymmetric ΔVm (II) from
ranges with nonmonotonic ΔVm (III). No responses with symmetric ΔVm (I) are shown in
this figure (107). APA, action potential amplitude.
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Figure 6.
Optical recording of ΔVm under a shocking electrode with different current densities.
Arrows mark the beginning and end of the stimulus pulse. (a) Small timescale shows the
nonmonotonic response of ΔVm to stimulus amplitude. (b) Large timescale shows elevation
of the diastolic potential after the shock (38).
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Figure 7.
Computer simulation of a shock produces secondary sources in a model based on confocal
microscopic images of ventricular rat tissue. (a) Progression of activation during a 10-ms
shock. Transmembrane potentials of a single midvolume plane are shown according to the
color scale at the top with cleavage plane discontinuities (black lines). Epi, epicardium;
Endo, endocardium. (b) A three-dimensional view of secondary sources with
transmembrane potentials greater than −60 mV at 2.5 ms into the shock (39).
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Figure 8.
Effects of shocks on intramural Vm in a porcine LV wedge preparation. (a) Optical
recordings of Vm in control action potentials and during shock application. E, shock
strength. The numbers correspond to the photodiodes indicated in panel b. (b) Isopotential
maps of shock-induced ΔVm distribution measured at 9 ms after shock onset. The dashed
lines indicate the epicardium on the left and the endocardium on the right (42). APA, action
potential amplitude.
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Figure 9.
The role of Cai

2+ current in asymmetric ΔVm during the action potential plateau. (a) Optical
recordings of Vm from selected diodes and shock waveform taken in control and during
nifedipine application in a strand with a width of 0.8 mm. The corresponding shock field
strengths were 10.8 and 10.6 V cm−1. (b) Isopotential maps of ΔVm distribution 5 ms after
the shock onset. Thick lines depict the zero isoline, which separates areas of depolarization
and hyperpolarization. The seven numbered squares indicate the location of the diodes from
which the recordings in panel a were made. (c) Spatial profiles of ΔVm across the strand. (d)
Effect of nifedipine on optical ΔV+

m, ΔV−
m, and the asymmetry ratio of ΔV−

m/ΔV+
m in

eight strands at a shock field strength of 9.3 ± 0.8 V cm−1 (49). APA, action potential
amplitude.
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Figure 10.
Uptake of membrane-impermeable propidium iodide after a strong shock showing evidence
of electroporation. (a) Propidium iodide fluorescence increased after a strong shock (1.6 A
cm−2, 20 ms). (b) Fluorescence images made in the stimulation area show propidium iodide
stained nuclei (38).
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Figure 11.
Transmembrane voltage after a failed defibrillation shock demonstrates the development of
a virtual anode and cathode. (a) Approximate location of mapped area on the anterior
surface of an optically mapped rabbit heart. RA, right atrium; LA, left atrium; RV, right
ventricle; LV, left ventricle. (b) Each frame is 10 ms apart, starting from the first sample
recorded after the end of the −100 V monophasic defibrillation shock. The virtual cathode
(red) creates a wavefront that rapidly travels through the virtual anode (blue), which then
reenters and reactivates the area originally occupied by the virtual cathode (62).
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Figure 12.
Two types of hypothesized critical points. (a) An idealized diagram is shown with a critical
point (dashed purple arrow) formed at the intersection of a critical shock ∇V of G5 and a
critical tissue refractoriness of R4. S1 pacing is performed from the left to cause a dispersion
of refractoriness at the time of the S2 shock with R2 representing less and R7 more
refractoriness. The S2 shock is given during the vulnerable period from the bottom of the
region with large gradient G7 at the bottom and small gradient G3 at the top. The area on the
left is sufficiently recovered so that it is directly excited (DE) by the gradient field. The area
in the red region, although exposed to a higher gradient, is more refractory and undergoes
refractory period extension (RPE), such that unidirectional block occurs from DE to RPE
and activation in the DE tissue cannot propagate through this region. The region on the right
is too refractory to be affected even with a large gradient and is not directly excited (NDE).
Thus, propagation conducts unidirectionally from the DE to the NDE region at the top,
encircling the critical point in a clockwise direction and reentering the DE region to create a
reentrant circuit. (b) An idealized diagram is shown of a critical point (dashed purple arrow)
caused by adjacent regions of depolarized and hyperpolarized transmembrane potential
changes caused by the shock. Numbers represent transmembrane potentials at the end of the
shock with isolines spaced every 10 mV beginning at −45 mV. The depolarized region
(upper left) and the hyperpolarized region (upper right) are separated by a zone with a large
gradient of membrane polarization, as indicated by the closely spaced isolines. The
depolarized tissue in this zone is able to activate the adjacent hyperpolarized tissue to launch
an activation front (dashed line) that propagates through the hyperpolarized region (blue
arrows). Below, where the gradient in transmembrane potential is smaller, propagation
cannot occur. A critical point is formed at the intersection of the frame and block lines
where one end of the propagating activation front terminates in both panels. In both panels,
the solid line represents the site of conduction block, and the dashed line indicates the
location of the region from which an activation front is launched after the shock (108).
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Figure 13.
The spatial pattern of polarization at the end of the shock produced by a monophasic shock
(+100 V, seventh ms of an 8-ms shock), optimal biphasic shock with more charge in the first
than in the second phase (+100/−50 V, fifteenth ms of a 16-ms shock), and nonoptimal
biphasic shock with less charge in the first than in the second phase (+100/−200 V, fifteenth
ms of a 16-ms shock). The shocking electrodes were in the RV and above the right atrium,
labeled ICD lead. The area from which the optical recordings were made is shown by the red
box on the rabbit heart diagram. Values of polarization are shown relative to the preshock
transmembrane voltage, with various gray levels assigned to positive and negative
polarization, and white to areas of no polarization. RA, right atrium; LA, left atrium; RV,
right ventricle; LV, left ventricle; BE, bipolar electrode (109).
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Figure 14.
Example of postshock cycles after a failed shock of a strength near the DFT delivered from
electrodes in the RV apex and the superior vena cava. Recordings were made
simultaneously from 504 electrodes distributed globally over the ventricular epicardium of a
pig. Electrode sites are indicated in gray on a polar projection with the atrioventricular
groove at the periphery and the LV apex in the center. Anterior is at the bottom of the
projection, and the LV is to the right. Each panel shows in black the electrode sites at which
an activation occurred at any time during a 10-ms interval. Numbers above the panels
indicate the start of each 10-ms interval relative to the shock onset. Red arrows indicate the
site of earliest recorded activation from each cycle. The first cycle appeared on the
epicardium 64 ms after the shock at the anteroapical left ventricle. The second cycle (154
ms) arose on the epicardium in the same region as the first cycle and also propagated away
in a focal pattern. The third (235-ms) and fourth (315-ms) cycles arose before the activation
front from the previous cycle disappeared (78).
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