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This study examined the ability of listeners to utilize syntactic structure to extract a target stream of

speech from among competing sounds. Target talkers were identified by voice or location, which

was held constant throughout a test utterance, and paired with correct or incorrect (random word

order) target sentence syntax. Both voice and location provided reliable cues for identifying target

speech even when other features varied unpredictably. The target sentences were masked either by

predominantly energetic maskers (noise bursts) or by predominantly informational maskers (similar

speech in random word order). When the maskers were noise bursts, target sentence syntax had rel-

atively minor effects on identification performance. However, when the maskers were other talkers,

correct target sentence syntax resulted in significantly better speech identification performance than

incorrect syntax. Furthermore, conformance to correct syntax alone was sufficient to accurately

identify the target speech. The results were interpreted as supporting the idea that the predictability

of the elements comprising streams of speech, as manifested by syntactic structure, is an important

factor in binding words together into coherent streams. Furthermore, these findings suggest that pre-

dictability is particularly important for maintaining the coherence of an auditory stream over time

under conditions high in informational masking. VC 2014 Acoustical Society of America.

[http://dx.doi.org/10.1121/1.4861354]

PACS number(s): 43.66.Dc, 43.66.Mk [EB] Pages: 766–777

I. INTRODUCTION

In a sound field containing multiple human voices, a lis-

tener normally is presented with a variety of cues that can be

used to segregate and follow the speech of one specific talker

over time. These cues or features often are roughly catego-

rized as either “low-level” or “high-level” depending on the

presumed physiological site of origin and the degree of com-

plexity of processing required to exploit the cue. The desig-

nation as low-level usually refers to the view that the cue

occurs automatically and early on as the neural representa-

tions of the sounds propagate from the auditory periphery to

the cortex (often characterized as a “bottom-up” process).

Furthermore, low-level cues often may be related directly to

simple acoustical properties of sounds even to the extent that

the important variable is distributed along a single dimen-

sion. In contrast, higher-level cues/features are viewed as

being extracted from or assigned to the stimulus by proc-

esses that originate beyond peripheral levels of the auditory

system, such as those causing the “top-down” direction of

attention, and are guided or strongly influenced by a priori
knowledge stored in memory.

Among the important low-level cues used to separate

and select speech sources are various talker-specific acoustic

properties, such as fundamental frequency (F0) and the fre-

quencies and bandwidths of the resonances of the vocal tract

(e.g., Darwin et al., 2003; Binns and Culling, 2007). Also,

the various talkers usually are spatially distributed so that

differences in location, as signaled primarily by interaural

differences in the waveforms, help the listener to perceptu-

ally segregate and attend to specific voices (e.g., reviews in

Yost, 1997; Bronkhorst, 2000). These simple acoustical cues

are also used to bind together the sequences of sounds into

perceptually coherent streams (e.g., reviews in Bregman,

1990; Darwin and Carlyon, 1995; Shamma et al., 2010;

Moore and Gockel, 2012).

However, it should be observed that even these puta-

tively low-level features tend not to be stationary over time.

The fundamental frequency of one talker varies according to

natural patterns of intonation and the distributions of F0’s

from different talkers—while perhaps differing in mean val-

ues and ranges—often overlap considerably. Likewise, with

respect to the perceived locations of actual sound sources,

the sources may move and change position. Static differen-

ces in F0 and apparent location, as well as other low-level

acoustic features, may not be as important as the values that

are plausible for those sources at a given moment in time.

This suggests that our perceptions of even low-level features

are interpreted in the context of past events and our expecta-

tion about impending events—interpretations that are rela-

tively high-level in nature (e.g., Denham and Winkler, 2006;

Winkler et al., 2012; Rajendran et al., 2013; Kidd et al.,
2013). Thus, the dynamic nature of sound sources in realistic

multitalker environments suggests that predictability and ex-

pectation are key to understanding the formation, segregation,
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and maintenance of streams of speech (however, see Best

et al., 2010, for a counter example).

Speech sounds also convey linguistic information that

the listener must process or perhaps sometimes actively

ignore. The use of linguistic information—like the exploita-

tion of predictability or sequential dependencies in maintain-

ing auditory streams in general—is a high-level process that

also could play an important role in selective listening to

speech. Among the fundamental linguistic aspects of normal

speech is syntax, which governs the order of words arranged

into sentences. Syntactic structure is of particular interest in

speech-on-speech masking because it bears directly on the

issue of predictability. When the words comprising a sen-

tence follow an established and known syntax, particularly

when coupled with semantic content, they become predict-

able, to a certain extent, so that the listener expects the type

of word to be uttered and may even have a sense of the proba-

bility of (anticipate) specific words over time on a word-by-

word basis. This predictability due to syntax has long been

appreciated and forms the basis for certain approaches to

automatic speech recognition (e.g., Rabiner, 1989) because it

can limit the number of possible words that must be evaluated

by an algorithm attempting to identify a given word token.

For human listeners in multitalker sound fields, it seems rea-

sonable to assume that exploitation of the predictability of

word categories when conforming to a known syntax pro-

vides a useful means for maintaining the focus of attention on

a specific talker separate from competing talkers. Also,

because speech comprehension unfolds as the utterance pro-

ceeds, a benefit of syntax—analogous to the automatic speech

recognition problem above—may result from a reduction in

the number of candidate items in the lexicon that must be

evaluated given a specific word token. This possible benefit

may be viewed as a reduced processing load or simply as

decreased uncertainty for the observer. More broadly, though,

the importance of syntactic structure as a means for preserv-

ing the integrity of a stream of speech (e.g., preventing it

from being confused with competing sounds over time) in

multitalker listening situations has not received much atten-

tion and currently is not well understood.

The present study examines the role of syntax, and its

interaction with the lower-level cues of voice or location, in

following the speech of one talker (the “target”) among mul-

tiple competing talkers (the “maskers”). The underlying hy-

pothesis is that syntactic structure provides an effective

means for maintaining the focus of attention on one specific

stream of speech in competition with other streams of

speech. This putative process is viewed as a manifestation of

the more general ability of listeners to exploit the predict-

ability of the elements comprising sequences of sounds gen-

erated by a common source (e.g., Kidd et al., 2013). In order

to test the specific hypothesis about the benefit of syntax, a

series of experiments was conducted using a closed-set

speech identification task that allowed talker voice, location

and correct vs incorrect syntactic structure to be varied in a

controlled manner. A comparison of the benefit of syntax in

maintaining the target stream of speech was made for

maskers that were predominantly energetic in nature (noise)

vs predominantly informational in nature (other talkers).

II. METHODS

The methods common to both experiments 1 and 2 are

described here with additional detail about the procedures

specific to each individual experiment under those sections.

A. Subjects

A total of seventeen young adults served as subjects in

this study. There were 12 subjects total participating in

experiment 1 and 9 subjects in experiment 2, with 4 subjects

participating in both experiments. The subjects had normal

hearing (better than 20 dB HTL at octave frequencies from

250–8000 Hz) as determined by audiometric evaluation.

They were paid for their participation.

B. Stimuli

All stimuli were computer-generated and played at a 20-

kHz rate through 16-bit DACs (Tucker-Davis Technologies,

“TDT”). The stimuli were low-pass filtered at 10 kHz, atte-

nuated, and mixed using TDT modules and presented via a

TDT headphone amplifier to the listener wearing Sennheiser

HD 280 Pro headphones in a sound-treated IAC booth. The

levels were calibrated using a B&K model 2250 sound level

meter and artificial ear.

Except for one single-word condition in experiment 1B

(described below), the target was always a string of five words

drawn from a corpus of forty monosyllabic words (“BU

Corpus,” Kidd et al., 2008b). The corpus was subdivided into

the five categories with eight items per category of: <name>
<verb><number><adjective> and<object>. An example

of a syntactically correct target sentence would be “Sue found

six red hats.” Each word in the corpus was spoken and

recorded individually with neutral inflection so that there

were no coarticulation effects between words and well-

defined word boundaries. Thus, strings of words could be con-

catenated in any order without affecting the individual tokens.

This was an important aspect of the stimulus that allowed

manipulating syntactic order in a controlled manner.

Likewise, the closed-set corpus and test permitted large num-

bers of trials without introducing possible learning effects or

exhausting the available set of sentence materials. The word

set was spoken by 16 voice-trained young-adults (eight male,

eight female) under controlled acoustic conditions and

recorded by Sensimetrics Corporation (Malden, MA).

However, in this study only three female talkers were used for

the target and masker voices. The target sentences were pre-

sented either in syntactically correct (“syntactic,” word cate-

gories in the order given above) or pseudo-randomly mixed

order (“random,” not syntactically correct but also one word

from each category). Nothing prevented the words in random
strings from comprising partially correct syntax (for example,

constructions like “red shoes Bob bought three” were not

excluded). The maskers were either speech or speech-shaped

noise bursts. On every trial there were two concurrent maskers

comprising strings of five words or strings of five independent

noise bursts. The speech maskers were strings of words

drawn from the same corpus and talkers as the target. The

individual words of the two masker strings were presented in
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pseudo-random order. The three words chosen for the three

talkers in each respective word position were always drawn

from mutually exclusive word categories (e.g., in one trial for

the third word position the words from the three talkers might

be target—six; masker 1—red; masker 2—Bill). The noise

maskers were generated by shaping Gaussian noise bursts

according to the average shape of the power spectrum of the

female talkers in the corpus. The durations of the noise bursts

corresponded to the durations of random selections of the

words from the corpus. In all sequences the words or noise

bursts were concatenated with no additional intervening

silence. Hence, the three sequences were different total lengths

and were only aligned in time at the start of the sequences.

The three sequences were always presented in three dif-

ferent apparent locations in the head: Left, center, and right,

achieved by imposing interaural time differences, ITDs, on

the stimuli of �800, 0, and 800 ls, respectively.

C. Procedures

The key to the target sequence’s voice or location was

provided by the word “Ready” presented immediately prior

to the three sequences. This cue word directed the attention

of the listener to the feature that denoted the target speech on

that trial. So, for example, when location was the cue, the

word “Ready” was presented simultaneously from all three

talkers but with all three voices presented at the ITD desig-

nating the target. The other feature (voice) thus was uninfor-

mative. That is, when listening to the target location during

the sequence, the voice of the target talker varied from word

to word. And, conversely, if the target voice was cued, the

word “Ready” was presented from all three locations in one

voice (the target) with the target location then varying from

word to word. Experiment 1 tested only these two cue condi-

tions whereas experiment 2 also tested a “syntax only” con-

dition in which no cue was presented. In that case, both

voice and location were uninformative and only correct syn-

tax defined the target. The trials were blocked according to

condition with the order of blocks randomized. Within each

block of trials, the target was fixed at 50 dB sound pressure

level (SPL) and a range of masker levels was presented in

order to obtain psychometric functions. Each point on the

group mean psychometric functions was based on 100

(experiment 1 A), or 105 (experiment 2) scored words per
subject following 20 practice words. In experiment 1B, the

group means were based on 80 scored words per subject per

condition (following 20 practice words).

The task of the listener was to identify the sequence of

five target words on every trial. The selections were made

via a graphical user interface displaying the word choices in

columns, one column at a time, in the order in which they

were presented. Thus, neither masker errors nor order errors

were possible. Chance performance was thus 1 of 8 on a

word-by-word basis for all conditions. Response feedback

was given after each trial and the percent correct score based

on the number of target words identified correctly was given

at the end of each block of trials.

The different target/speech-masker presentation condi-

tions are shown in Fig. 1. The target and masker words are

examples of each condition with the row position indicating

the apparent interaural location and the font (normal, italic,

and underline) indicating the voice identity. The target

words are in the shaded boxes. The left three columns desig-

nate the five experimental conditions by indicating the syn-

tax (correct “Syntactic” or incorrect “Random”), voice

(“Fixed” or “Random”) and location (“Fixed” or “Random”)

of the target sequence. In experiment 1A, the top four condi-

tions in the figure were also tested using noise maskers (not

shown).

III. EXPERIMENT 1: DESIGNATING THE TARGET BY
VOICE OR LOCATION

A. Correct vs incorrect target sentence syntax

In the first experiment, the target was identified by a

constant interaural location or by a constant voice (but not

by both simultaneously) across words within a sequence.

When the maskers were noise bursts this designation was

unnecessary, but when the maskers were speech it was

essential. Furthermore, for these two means of designating

the target, the word order of the target string could be pre-

sented using either correct (syntactic) or incorrect (random)

syntactic order. All of the selections of values were made in-

dependently with replacement on every trial under the con-

straints of the set of conditions tested; e.g., if location were

the target designator, the ITD for the target words was a ran-

dom selection among the three ITDs for a given trial, but it

was held constant for the target words within the trial. For

the next trial, the same process was repeated with an inde-

pendent selection of ITD. The two 5-word masker strings

consisted of the non-target voices and locations and were

never in the same order (word category type) as the target

string.

The group-mean results are shown in Fig. 2 plotted as

percent correct performance as a function of target-to-

masker ratio (T/M) in dB. The error bars indicate 61 stand-

ard error of the intersubject means. The lines shown in Fig. 2

are logistic functions fit to the mean data having parameters

of slope, midpoint, and a lapse term plus a constant for

chance performance (0.125). The left panel shows the results

for the noise maskers while the right panel shows the results

for the speech maskers. For both types of maskers, the data

were orderly and generally well-described by the fits.

However, for the speech maskers small “plateau” regions

were apparent in individual or group mean psychometric

functions usually in the range near 0 dB T/M (e.g., the small

change in performance from �10 to �5 dB T/M). This find-

ing is consistent with others reported in the literature for

closed-set speech-on-speech masking experiments (e.g.,

Brungart, 2001a; Brungart et al., 2001; Wightman et al.,
2006). Table I contains the computed slopes and thresholds

for the individual subjects and the thresholds and slopes of

the fits to the group mean data plotted in Fig. 2. Note that

performance was at ceiling for the noise maskers at T/Ms of

0 and þ5 dB regardless of the source designation condition

and, for the speech maskers, performance approached ceiling

in some cases for the highest T/M tested of 15 dB.
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As expected based on past findings (e.g., Kidd et al.,
2002; Arbogast et al., 2002), the slopes of the functions var-

ied depending on the type of masking that dominated. The

slopes of the psychometric functions for the noise maskers,

which theoretically are governed primarily by energetic

masking, were about a factor of 3 steeper than those obtained

for speech maskers which caused primarily informational

masking. Performance increased about 6%/dB for the noise

masker over the linear segment of the functions and about

2%/dB for the speech maskers across those ranges. Note that

the intersubject variability around the mean values for the

speech maskers was also larger than for the noise maskers,

consistent with the shallower slopes.

The group-mean thresholds (T/Ms at 0.5 proportion cor-

rect in decibels) extracted from the fitted functions for each

condition are plotted in Fig. 3. All of the values were nega-

tive indicating that 50% of the target words were intelligible

when they were substantially lower in level than the masker.

For the noise masker, the differences due to type of target

cue—voice or location—were quite small. Furthermore, the

differences in thresholds between syntactic and random
word order were also very small. Overall the differences

across conditions were less than 2 dB with the group mean

thresholds falling in the range from �11.6 to �13.4 dB. The

standard errors of the means were about 0.5 dB indicating

that the subjects performed very similarly.

In comparison to the results from the noise maskers, the

thresholds obtained in the speech maskers varied consider-

ably more across subjects and conditions. When location

was the feature defining the target stream the thresholds

were lower than when the words were linked by the talker’s

voice. Furthermore, performance depended more on target

syntax for the speech maskers, with the syntactic condition

producing lower thresholds than the random condition. At

the extremes, when location was the primary cue for syntac-
tic target sentences, the group mean threshold was about

�15.7 dB T/M. When the cue was voice and the target words

were random, the group mean threshold was about �5.2 dB.

Importantly for the main question motivating this experi-

ment, the benefit of correct target syntax as determined by

FIG. 1. A schematic illustration of the speech masker test conditions for both experiments. Each row depicts a different condition identified by the left three

columns indicating the status of the three target variables: Syntax (syntactic/correct or random/incorrect for target words in a sentence), voice (“Fixed”—same

voice, or “Random”—different voice, for target words in a sentence), and location (“Fixed”—same location, or “Random”—different locations, for target

words in a sentence). The fourth column shows the location (in three rows for each condition that are left, center, or right corresponding to ITDs of �800, 0,

and 800 ls). The fifth column indicates the cue directing the listener’s attention to the target designator (see text). The remaining columns labeled 1–5 show

word position within the sentence. The three talkers are indicated by the font type (normal, italic, underlined). The target words are designated by shading.
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the reduction in T/Ms at threshold was greater under the

speech maskers than the noise maskers.

A repeated-measures analysis of variance (ANOVA) on

the threshold data indicated that neither masker type (noise

vs speech) [F(1,4) ¼ 0.81, p¼ 0.41] nor cue type (voice vs

location) [F(1,4) ¼ 4.02, p¼ 0.12] were significant main

effects. The effect of syntax was significant [F(1,4) ¼ 20.7,

p¼ 0.01] as was the interaction between syntax and masker

type [F(1,4) ¼ 10.52, p¼ 0.032]. This interaction is seen in

the result that correct target syntax provided a significantly

greater benefit under speech masker conditions than under

noise masker conditions, consistent with the pattern of

results in Fig. 3.

TABLE I. Thresholds (T/M’s corresponding to 0.5 proportion correct performance) and slopes, both from the logistic function fits to the individual and group-

mean proportion correct values (the psychometric functions) of experiment 1A. The columns indicate the experimental conditions.

Listeners

Noise maskers Speech maskers

Voice Location Voice Location

SYN RAN SYN RAN SYN RAN SYN RAN

Thresholds

1 �11.1 �9.6 �11.9 �10.6 �2.9 3.3 �7.9 3.3

2 �14.4 �12.3 �13.7 �11.9 �15.9 �8.4 �11.1 �7.6

3 �14.2 �13.0 �14.1 �12.4 �11.5 �0.0 �18.9 �8.0

4 �12.6 �12.6 �14.0 �13.6 �15.1 �11.3 �22.2 �21.3

5 �13.5 �10.7 �13.2 �11.8 �13.3 �8.5 �17.4 �13.9

MEAN 213.1 211.6 213.4 212.1 211.7 25.0 215.5 29.5

SE 0.6 0.6 0.4 0.5 2.3 2.8 2.6 4.0

AVGa 213.3 211.6 213.4 212.2 211.7 25.2 215.7 29.4

Slopes

1 0.060 0.088 0.091 0.050 0.031 0.033 0.026 0.034

2 0.081 0.071 0.123 0.081 0.023 0.030 0.033 0.027

3 0.084 0.090 0.095 0.078 0.022 0.022 0.025 0.022

4 0.082 0.075 0.112 0.085 0.025 0.029 0.025 0.019

5 0.070 0.112 0.114 0.061 0.022 0.019 0.023 0.022

MEAN 0.075 0.087 0.107 0.071 0.025 0.026 0.027 0.025

SE 0.004 0.007 0.006 0.007 0.002 0.003 0.002 0.003

AVGa 0.070 0.079 0.101 0.066 0.024 0.023 0.024 0.021

aCalculated from the psychometric function fit to the group mean results.

FIG. 2. Group mean results from experiment 1A shown in proportion correct

as a function of target-to-masker ratio in dB. The left panel contains the

results for the noise maskers while the right panel contains the results for the

speech maskers. The data points are group mean proportion correct scores

and standard errors of the means. The data points were fit with logistic func-

tions (dot-dashed lines) from which “thresholds” were obtained at the inter-

section of the fits with 0.5 proportion correct (horizontal dashed line). The

filled symbols are for conditions where the target was indicated by constant

voice while the open symbols are for conditions where the target was indi-

cated by constant location. Circles indicate that the target sentence was syn-

tactically correct (syntactic) while triangles are for syntactically incorrect

(random) target sentences.

FIG. 3. Group mean “thresholds” (target-to-masker ratios in dB correspond-

ing to the 0.5 proportion correct point on the fitted psychometric functions)

and standard errors of the means from experiment 1A. The left panel shows

the thresholds from the noise maskers while the right panel shows the

thresholds from the speech maskers. In each panel, the thresholds when con-

stant voice designated the target are plotted in the left two bars while the

thresholds when constant location designated the target are plotted in the

right two bars. The solid bars are when the target sentences were syntactic
while the open bars are for random target sentences.
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Next we examined whether performance varied as a

function of word position for noise and speech maskers. The

data were pooled from the middle portions of the

performance-level functions which were �15, �10, and

�5 dB T/M for noise and �10, �5, and 0 dB T/M for speech.

The results of this finer-grained analysis are shown in Fig. 4.

The group mean proportion correct scores and standard errors

of the means are plotted as a function of word position for the

noise masker (left panel) and the speech masker (right panel).

First, better performance occurred in all conditions for the

last word in the string with relatively constant performance

found for other word positions. The better performance for the

last word is likely a recency effect—a well-known phenom-

enon in serial recall—and has been reported previously using

similar stimuli but somewhat different methods (Kidd et al.,
2008b; see also Ruggles and Shinn-Cunningham, 2011). Also,

because the sequences were time-aligned at the beginning and

had variable lengths depending on the words chosen, the last

target word occasionally extended beyond the two maskers

and thus may have been easier to identify. An interesting

minor finding was the small bump (better performance) in the

noise condition in the third word position (the number cate-

gory) for the syntactic target word order. A re-sorting and

analysis of data for the random conditions indicated that this

performance bump was consistent for the “number” words

and not for their specific position in the string. That is, better

performance in noise was found when the word was a digit

regardless of position. We do not have a definitive explanation

for this result. If it were simply that numbers are “overlearned”

relative to the other words (and categories of words) in the cor-

pus we might have expected a performance bump in the

speech maskers too. So, this small but interesting effect

requires further study. It is also noteworthy that there was no

primacy effect apparent meaning that the first word in the

string—for any of the conditions—was not, on average,

reported more accurately than subsequent words.

B. Single-word control

In the preceding experiment, imposing syntactic struc-

ture on a string of words provided a significant benefit in

speech identification performance under conditions of high

informational masking when the primary means for designat-

ing the target was either a talker’s voice or an apparent loca-

tion. This finding suggested that correct syntax could

strengthen the focus of attention on a stream of speech when

the words were linked by another feature; i.e., constant voice

or location. This led to the question of whether correct syn-

tactic order, in and of itself, would provide a sufficient cue

for selecting (from several competing talkers) and linking to-

gether target words when other features were unreliable.

However, for syntactic structure to have an influence on

maintaining the focus of attention on a stream of speech it

must—by definition—conform to previously learned rules

applied to sequences of words whereas features like voice or

location may be beneficial in the absence of sequential rela-

tions among words or even for isolated words. Preliminary

to addressing the question above, we conducted a simple

“control” experiment in which only a single test word was

presented concurrently with two competing words from dif-

ferent talkers and at different locations. The single-word

control was intended to determine how much benefit the

cues of voice and location per se provided in the absence of

any sequential dependencies among the target words. This

experiment was identical to the random target condition

tested above but truncated so that each trial consisted of only

one test word and two concurrent masker words, as if only

the first of the five words in that experiment were presented.

The three concurrent words were drawn from mutually

exclusive word categories, were spoken by different talkers,

and were presented from different apparent locations. As in

experiment 1A, the target was designated either by a voice

cue (i.e., report the test word from the same talker as the

cue) or by a location cue (i.e., report the test word from the

same location as the cue). In addition, performance was

measured for a case in which the three words were presented

with no explicit a priori cue to the target. Following each

stimulus within a trial, the set of eight alternatives from

which the target was drawn was displayed and the listener

selected from among those alternatives for a response. So,

the target was essentially designated after the stimulus by

limiting the responses to the exemplars from a single word

category. For example, the stimuli on one trial might be

“red,” “Gene,” and “six” with each word spoken by a differ-

ent talker and presented from a different interaural location.

No indication was given of which word category, talker or

location designated the target until after the stimulus. If the

target word was “six,” the eight alternatives would include

that word as well as other digits but not “red” or “Gene,”

exactly as in the first experiment for each of the five word

categories. For this part of the experiment, the target and

masker words were presented only at the T/M ratio of 0 dB.

Eight subjects participated in this control condition (one

subject also participated in experiment 1A). The results are

shown in Fig. 5. This figure contains group mean proportion

correct scores and standard errors of the means. Performance

FIG. 4. Group mean proportion correct and standard errors of the means

plotted as a function of word position from experiment 1A. The left panel

displays the results from the noise maskers and the right panel displays the

results from the speech maskers. The values were averaged across T/Ms

from the middle portions of the functions in Fig. 2 (see text). The filled sym-

bols are the results when the target designator was voice while the open

symbols are the results when the target designator was location. Circles

show syntactic target results while triangles are for random target sentences.
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was similar across the three conditions with the highest pro-

portion correct score found for the location cue (0.86) and

the lowest score found for the voice cue (0.78). Surprisingly,

the no-cue condition (“neither”) was intermediate at 0.84

proportion correct. A repeated measures analysis of variance

revealed a significant effect of cue condition [F(2,14)

¼ 6.14, p¼ 0.012]. Pairwise comparisons with Bonferroni

corrections were not significant except for the voice cue ver-

sus no cue. The mean difference between these conditions

was 0.064 which was slightly smaller than the difference

between location and voice cues (0.078); however, the var-

iance was also smaller (standard errors of 0.017 and 0.029,

respectively). These results suggest that the three concurrent

words were well-segregated, and that listeners were able to

successfully select among them from memory following

presentation.

Although this result was expected for the voice and

location cues based on the results of experiment 1A, it was

not anticipated that listener performance would also be so

accurate for the no-cue condition given that, presumably,

attention either was unfocused, arbitrarily directed to one

source, or perhaps distributed among the three alternatives.

Consistent with the performance scores some listeners anec-

dotally reported that attempting to listen for a specific voice

was more difficult than simply listening in an unfocused or

global manner perhaps because of the similarity of the three

young female talkers used.

IV. EXPERIMENT 2: SYNTAX AS THE ONLY
MEANS OF DESIGNATING THE TARGET

In the next experiment, the purpose was to test the bene-

fit of syntactic structure when other cues were not reliable.

The primary condition of interest was one in which the only
means for identifying the target talker was that the selections

for the target sentence were made in correct syntactic order

with both voice and location randomized across words. As

indicated in the last row of Fig. 1, the “cue” was simply the

word “Ready” spoken concurrently by the three talkers one

from each location. So, the cue did not designate the target

per se and only alerted the listener to the beginning of the

trial. Two conditions from experiment 1 were also repeated

so that within-subjects comparisons were available. These

are the first two conditions described in Fig. 1, i.e., the target

had correct syntax and in one case the defining feature was

talker voice and in the other it was apparent location.

The results from this experiment are shown in the left

panel of Fig. 6 plotted as group mean psychometric func-

tions. The slopes and midpoints from the individual subjects

are presented in Table II. As expected, the slopes and mid-

points of the functions were similar to those reported in

experiment 1A for the voice and location designations with

correct target syntax. Performance differed most among the

three conditions in the region near, or just below, 0 dB T/M.

The syntax-only condition exhibited a more pronounced pla-

teau than the other conditions increasing only about 5 per-

centage points between �15 and 0 dB T/M.

The group mean T/Ms at threshold extracted from these

functions are plotted in the right panel of Fig. 6. For the

voice cue, the group mean threshold was �9.7 dB T/M and

the slope was 0.03 while the group mean threshold for the

location cue condition was �15.6 dB T/M also with a slope

of 0.03. For the condition of greatest interest here in which

correct syntax formed the only cue to the target the group

mean threshold T/M was �6.1 dB with slope of 0.02 with

individual thresholds ranging from �1.2 to �12.3 dB. Thus,

the syntax-only condition yielded a threshold T/M that was

about 3.6 dB poorer than those obtained when the additional

linking by voice was available and about 9.5 dB poorer than

the case of constant location.

A repeated-measures ANOVA indicated that the single

factor of cue type (voice, location or syntax-only) was signif-

icant [F(2,16) ¼ 27.2, p< 0.001]. Further analysis revealed

FIG. 5. Group mean proportion correct scores and standard errors of the

means for the single-word condition in experiment 1B. The left bar shows

the results for the voice cue condition, the middle bar is for the location cue

condition, and the right bar is for neither cue with the target word category

presented following the stimulus.

FIG. 6. The left panel shows group mean proportion correct performance

and standard errors of the means plotted as a function of T/M from experi-

ment 2. The data points are plotted along with best-fitting logistic functions

(dot-dashed lines). The three types of designators for the target sentence are

indicated in the symbol key. Group mean “thresholds” (target-to-masker

ratios in dB corresponding to the 0.5 proportion correct points on the fitted

psychometric functions) and standard errors of the means from experiment 2

are shown in the right panel. The three conditions shown are for when the

target designator was voice (left bar), location (middle bar) or neither (right

bar, correct syntax only).
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all three pairwise comparisons with Bonferroni corrections

were also significant; voice versus location (p¼ 0.018),

voice versus syntax (p¼ 0.04), and location versus syntax

(p< 0.001).

Comparing the voice and location conditions across the

two experiments (for syntactically correct targets in experi-

ment 1A), this second group of subjects had mean thresholds

about 2 dB higher than the first group in the voice condition

and nearly identical to the first group for the location condi-

tion. Comparison of Tables I and II highlights the large indi-

vidual differences found between subjects on this task.

Across the two experiments, the range of individual values

when the target was designated by voice was about 14 dB

while it was about 20 dB when designated by location.

Because location as an a priori cue consistently yielded

lower thresholds than voice as a cue in both experiments 1A

and 2 (as well as in the single-word control condition in

experiment 1B) a further analysis was conducted pooling the

results across the two experiments for the conditions in com-

mon. This analysis included the first two conditions repre-

sented in Fig. 1 (a syntactically correct target designated by

voice or location) and the 13 unique listeners (only the

results from the first experiment were included for the sub-

ject who participated in both). The group-mean thresholds

pooled in this manner were thus �10.5 dB (standard error of

1.3 dB) for voice and �15.7 dB for location (standard error

of 1.7 dB) cues. A one-way repeated measures ANOVA

found that this difference was significant [F(1,12) ¼ 14.05,

p¼ 0.003]. Thus, for the specific conditions tested here (e.g.,

three arbitrary female talkers, ITDs of 800, 0, and �800 ls)

performance was better when cued by location than by

voice.

V. DISCUSSION

For the noise-masker conditions tested in experiment

1A there was no ambiguity about which source formed the

target source: Any audible words were necessarily target

words. Despite the fact that there were three concurrent sour-

ces from three distinct locations, the noise-masker conditions

posed no challenge for the listener in selecting the target

sound source and presumably only audibility (due to ener-

getic masking) and memory capacity would limit perform-

ance. Because performance at high T/Ms for the noise

masker for either the syntactic or the random five-word

strings was at ceiling, the capacity for serial recall per se was

not a factor in limiting performance. Furthermore, the main

variables of this study: Voice versus location cues and cor-

rect versus incorrect syntax, were not significant factors

affecting the outcomes of the noise-masker conditions. It

should be noted that the relatively steep performance-level

functions and low intersubject variability (standard errors of

the means around 0.5 dB), found here are typical for ener-

getic masking of speech.

For the speech masking conditions, the performance-

level functions were shallower and less orderly than those

found for noise masking conditions and the intersubject vari-

ability in performance was greater (standard errors of the

means ranging from 1.5 to 4 dB). The shallower

performance-level functions and high intersubject variability

are typical of informational masking (e.g., Freyman et al.,
1999; Brungart, 2001a; Brungart et al., 2001; Arbogast

et al., 2002). Moreover, “plateaus” were apparent in the

performance-level functions for group-mean and individual

results (not shown). These plateau regions may be indicative

of the influence of segregation by level, and perhaps by

glimpses of target speech in masker envelope minima. This

result has been reported in the past under similar speech-on-

speech masking conditions and tends to occur when the tar-

gets and maskers are very similar, as with same talker or

same-sex talkers (e.g., Brungart, 2001a; Brungart et al.,
2001; Wightman et al., 2006). Because performance in

speech-on-speech masking is not due simply to acoustic

overlap/energetic masking (cf. Brungart et al., 2006), per-

ceptual factors involved in the segregation and selection of

sources can strongly influence the results. These perceptual

effects causing nonmonotonicities in the psychometric func-

tions lead to some ambiguity in defining “threshold” T/Ms.

However, in the absence of any compelling rationale for

using a different approach, we computed the best-fitting

logistic functions as represented in Figs. 2 and 6 for deriving

the points on the functions corresponding to a proportion

correct of 0.5 for making comparisons across conditions.

Other means for extracting thresholds or comparing perform-

ance at different levels (e.g., defining thresholds at higher or

lower performance levels on the fitted functions) did not

yield values that altered the conclusions reached here.

Designating the target speech source according to voice

or location was intended to provide a marker for the focusing

of attention, albeit along very different perceptual dimen-

sions. The results of the current study indicating that either

of these two cues was highly effective in assisting the

TABLE II. Thresholds and slopes from the fitted psychometric functions for

the individual and group�mean results from experiment 2. The three cue

conditions are voice, location and syntax.

Listener Voice Location Syntax

Thresholds

1 �9.3 �14.0 �6.3

2 �1.1 �10.1 �1.4

3 �11.5 �13.2 �2.5

4 �6.6 �18.1 �6.6

5 �6.6 �3.7 �1.2

6 �14.0 �17.4 �10.2

MEAN �8.2 �12.8 �4.7

SE 1.8 2.2 1.5

AVGa �7.9 �12.7 �4.7

Slopes

1 0.027 0.027 0.026

2 0.041 0.051 0.032

3 0.019 0.021 0.015

4 0.026 0.021 0.021

5 0.033 0.032 0.031

6 0.031 0.044 0.028

MEAN 0.030 0.033 0.025

SE 0.003 0.005 0.003

AVGa 0.027 0.026 0.024

aCalculated from the psychometric function fit to the group mean results.
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listener in segregating and selecting a target talker among

competing talkers are not surprising based on a considerable

body of past work (e.g., reviews in Yost, 1997; Bronkhorst,

2000; Kidd et al., 2008a; Mattys et al., 2012). The conclu-

sion about the efficacy of voice and location cues from the

current study is based on the findings indicating that speech

identification performance was much above chance when

such cues were the only basis for selecting the target words

(e.g., by randomizing the complementary variable in the

non-syntactic word order conditions; cf. Best et al., 2008;

Maddox and Shinn-Cunningham, 2012).

The finding that there was a significant difference in per-

formance observed between the two a priori cues under

speech masking conditions, as indicated by the pooled analy-

sis reported in the preceding section, suggests that they dif-

fered in the degree to which they aided speech stream

selection. As discussed more fully below, this difference in

effectiveness was also apparent to varying degrees in the

single-word control results (Fig. 5) and in the roughly con-

stant performance as a function of word position (Fig. 3) in

experiment 1, suggesting that location was the superior cue

in both the initial segregation/selection of sources and in the

ongoing maintenance of the target streams in competition

with the speech maskers. Apparent interaural location was

mapped according to a single stimulus variable: ITD. The

ITDs were chosen so that the locations were clearly distinct

perceptually and were based on the approximate values of

the largest ITDs normally encountered. Also, the unidimen-

sional nature of the mapping between the physical variable

and its perceptual correlate may have fostered a strong atten-

tional focus. It seems likely that voice was less distinct per-

haps because of its representation along multiple physical

dimensions and, for this set of three young-adult same-sex

talkers, there was a high degree of similarity along some of

these dimensions. A different set of talkers, especially if it

included both males and females, or if the talkers differed

significantly in age, might have increased the effectiveness

of voice as a cue. Because the words were spoken individu-

ally with neutral inflection when recorded (cf. Kidd et al.,
2008b), it also is possible that less of a benefit of voice was

found here than would occur for natural speech where coarti-

culation and intonation patterns may provide cues linking

words together. Furthermore, the familiarity of the talkers

was not assessed or explicitly manipulated and that factor

has been shown to exert an influence on the ability to selec-

tively attend to one talker among competing talkers (e.g.,

Newman and Evers, 2007; Johnsrude et al., 2013).

One way of viewing the ability of listeners to exploit

these acoustic cues is that they served to reduce listener

uncertainty. In that sense, there was a top-down component

inherent to solving the task. For the listener, a priori knowl-

edge fostered expectation about the occurrence of a key fea-

ture that would reduce ambiguity about which words should

be selected from the three concurrent sources and linked

with other words stored in memory. In thinking about how

syntactic structure may affect performance under conditions

of high source uncertainty, consideration of the single-word

control condition provides some insight. Listeners were able

to choose one of three concurrent words with a high degree

of accuracy when cued either by voice or by location. This

suggests that energetic masking had little influence on per-

formance consistent with quantitative estimates of energetic

masking under reasonably comparable speechmasking con-

ditions (Brungart et al., 2006). Significantly, though, equiva-

lent performance was found when neither cue was provided

prior to the stimulus. Instead the target was only designated

by the allowable list of response alternatives—each of which

was an exemplar from the target word category and did not

contain either of the masker words—after the stimulus was

presented. Because the target word category was randomized

among the five categories (exemplars from three mutually

exclusive categories presented on each trial), each of the

three words presented on a given trial was equally likely to

be the target until the word category was designated follow-

ing presentation. Identification performance depended on the

listener storing all three of the words in memory and then

retrieving the correct word once the word category was

given. Thus, the prior focus of selective attention was not

necessary to achieve a high level of identification perform-

ance when the memory demands were relatively low. On a

word-by-word basis then, it seems that all three words were

initially available to the listener (i.e., not energetically

masked and perceptually segregated) and were robustly

maintained in memory (i.e., represented sufficiently well to

support identification in a 1 of 8 forced-choice format).

For strings of connected speech, however, the presenta-

tion of sequences of concurrent words would likely over-

whelm memory capacity in the absence of a means for

rapidly implementing selection by prior cuing. For example,

Kidd et al. (2005) examined performance using the

Coordinate Response Measure test (e.g., Brungart, 2001b)

when a posteriori cues to target location were given for three

concurrent sentences from different talkers located at three

different source azimuths. They found that performance was

no better than chance (i.e., randomly choosing 1 of the 3

sources to attend) under those conditions that required recall-

ing only two test words (1 of 4 colors and 1 of 8 numbers)

near the end of the target sentences. When location was cued

before the stimulus identification, a high proportion correct

score (above 0.9) was observed as was the case in the most

comparable conditions tested here. Despite the differences in

design, the findings from these two studies suggest that a
posteriori selection and serial recall of the items from three

concurrent sources quickly deteriorates when more than a

single item per source must be identified.

Even when the acoustic features of voice and location

were cued beforehand, there remained a significant benefit

of correct target sentence syntax. It has long been known

that recall of word strings is superior when the words are

arranged in meaningful sentences. For example, Campoy

and Baddeley (2008) state that “…immediate recall of verbal

material can benefit from the short-term maintenance of

other kinds of information, especially semantic. Studies of

the immediate recall of sentences, for example, have shown

that participants can recall many more words from sentences

than from lists of unrelated words (Brener, 1940). There are a

number of factors that could contribute to this phenomenon,

including syntactic constraints and lexically based sequential
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redundancy. However, it seems likely that sentence superior-

ity is in part a consequence of participants being able to main-

tain the overall meaning of the sentence and use this

information at recall” (p. 330). The design of the current

study, in which the random within-category selections of

words limited the predictive value of semantic content, pre-

sumably constrained the listeners to rely principally on syntax

rather than semantics1 for obtaining a benefit in recall.

In the present study, when either voice or location was

cued, the listener could prepare to attend to the designated

feature and link in memory only those words possessing that

feature. Thus, the listener could select or discard competing

words upon discrimination of that feature on a word by word

basis. A priori cuing of voice or location would provide a

means for rapidly selecting the target words maintaining the

focus of attention on the correct stream of speech (e.g.,

Freyman et al., 2004; Best et al., 2007; Maddox and Shinn-

Cunningham, 2012). This view is consistent with the idea

that these are low-level factors that do not require extensive

higher-level processing in order to be useful in discrimina-

tion. For example, choosing among concurrent stimuli based

on the discrimination of a simple acoustic feature would not

require the processing necessary to identify the words; that

could occur after selection. However, a priori knowledge

about syntax would not allow the listener to prepare to attend

and sort the stimuli in quite the same manner. Rather than

listening for a specific acoustic feature or property, the lis-

tener must identify each word first so that its category could

be determined. At that point, the word could be selected and

linked to the other words stored in memory. However, the

extent to which all three concurrent words must be identified

before one is selected in preference to the others is not

entirely clear from the current findings. It is possible that

this concurrent syntactically based identification/selection

happens rapidly without fully comprehending the meaning

of each word. Regardless of how fully the competing sounds

must be recognized, the processing required to accomplish

this feat would certainly be more extensive than discrimina-

tion based on a simple acoustic feature.

One factor potentially contributing to the beneficial role

of syntax found here is the differing degree of uncertainty

experienced by the listener for syntactic and random targets.

Although chance performance was the same in all cases (1

of 8 for each word selection), the number of possible target

word alternatives is greater for the random condition than

for the syntactic condition viewed from the perspective of

the listener prior to, and during, the stimulus.2 In the random
case, the number of possible alternatives ranged from 40 for

the first word in the string to 8 for the final word because

word categories were not repeated during the sequence. The

category of each word in sequence was excluded from subse-

quent presentations so that the number of alternatives for the

first word was 40, for the second word was 32, etc. For the

syntactic word strings, the number of alternatives was known

to be eight for each word position because the word category

order was predefined. In a sense, this may be thought of as a

general benefit of syntax even in naturally occurring speech

in that it promotes a degree of predictability of the words in

sequence. However, this interpretation does not seem to be

sufficient as an explanation for the current results. The

uncertainty in the random conditions is reduced as the

sequence progresses so that, as noted earlier, the number of

possible alternatives is equal to the syntactic case by the final

word. If the degree of uncertainty governed identification, it

would be expected that performance would have improved

throughout the sequence as uncertainty declined. This predic-

tion would apply equally for both speech and noise maskers.

However, there was no evidence of a trend toward improved

identification scores for the random target—except a recency

effect for the final word position that was apparent under all

conditions. So, although listener uncertainty may have

declined as the target string progressed, the conclusion that

the difference in performance between syntactic and random
conditions was due simply to a reduction in the size of the set

of possible word alternatives is not supported by these results.

Another plausible explanation for the difference in per-

formance between syntactic and random target conditions is

based on the degree of structural similarity between target

and masker speech. Brouwer et al. (2012) have proposed a

“linguistic similarity hypothesis” that postulates that the

greater the degree of similarity—on a linguistic level—

between speech sources, the greater the informational mask-

ing that results. According to Brouwer et al. (2012) formula-

tion of linguistic similarity, syntax and semantic content are

considered to be “stimulus-related factors” specific to

speech. They varied similarity according to the language of

the target and masker talkers (i.e., target in one language,

masker in the same or different language while also manipu-

lating whether the languages were primary, secondary or not

understood by the listener; cf. Ezzatian et al., 2010) and

whether target and masker speech were at the same or differ-

ent level of semantic content (i.e., semantically meaningful or

“anomalous”). For both manipulations—language and seman-

tic content—the observed amount of informational masking

increased when the target and masker speech was similar as

compared to dissimilar according to their criteria. These dif-

ferences in performance due to linguistic factors occurred

even in the absence of reliable differences in “general auditory

distance” between stimuli (which presumably would describe

the location and voice manipulations in the present study).

In the current study, the advantage observed for the syn-
tactic conditions could be attributed to the dissimilarity

between target and masker strings with respect to the linguis-

tic variable of syntax. Viewed from that perspective, the

present results are consistent with the linguistic similarity

hypothesis described above. Presumably a further test of this

hypothesis would be to pair random order target word strings

with syntactically correct masker strings, with the prediction

being that less masking would occur due to this dissimilarity.

We did not attempt to test this condition. Earlier work from

our laboratory (Kidd et al., 2008b) using this corpus and

similarly constructed five-word target strings of speech

masked by equal-length strings of maskers drawn from the

same corpus, found that variations in syntactic similarity

between target and masker did not significantly affect per-

formance. In the Kidd et al. (2008b) study, the target and

masker words were interleaved in time so that the target

occupied the odd-numbered words in the sequence while the
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masker occupied the even-numbered words (cf. Broadbent,

1952). Unlike the current study, though, both target and

masker syntax varied in the five-word strings. Significant dif-

ferences were found for identification performance when the

target word syntax varied (as here, better performance for cor-

rect syntax) but masker syntax was not a significant factor.

There were many differences between the present study, the

Kidd et al. (2008b) study, and the Brouwer et al. (2012) study

with respect to the methods that were used. Perhaps most

importantly, though, Brouwer et al. employed semantically

more meaningful target utterances than the other two studies.

Another example of informational masking of speech

due to linguistic factors is the difference between the effec-

tiveness of a speech masker presented normally versus the

same masker presented time reversed. Historically, the obser-

vation that time-reversed speech retains many of the low-

level features of normal speech while eliminating linguistic

content has led to comparisons of performance under the two

conditions as a means of gauging linguistic components of

masking (e.g., Dirks and Bower, 1969). Although Dirks and

Bower (1969) did not find any significant differences between

speech maskers presented forward versus reversed, a number

of more recent investigations have. For example, in the Kidd

et al. (2008b) study mentioned previously that used the same

five-word strings as in the current study, large differences

were found in performance for time-reversed maskers com-

pared to time-forward maskers with both interfering more

than noise. Other studies reporting large differences due to

time-reversal of speech include Freyman et al. (1999),

Marrone et al. (2008), Kidd et al. (2010) and Best et al.
(2012). And, at an even lower level of target-masker com-

plexity, Uslar et al. (2013) found small effects of the linguistic

complexity of target sentence construction on speech reception

thresholds measured in unmasked or steady-state noise mask-

ing conditions but significantly larger effects when the noise

was envelope modulated. They concluded that the fluctuating

noise interacted with the linguistic complexity of the target sen-

tence identification task to produce a greater cognitive load on

the listener. These findings are consistent with the proposition

that a hierarchy of complex linguistic factors affects the mask-

ing one or more speech source(s) exerts on a target source.

Theories of perceptual and/or cognitive load (e.g., Lavie

et al., 2004) offer useful insights into the general problem of

speech-on-speech masking (e.g., Francis, 2010). The primary

assumption upon which load theory is based, as it is applied

here, is that there is a limited “pool of resources” available

to the observer for performing the tasks of sound source seg-

regation and subsequent processing (e.g., identification of

semantic content of the target/attended source). If the per-

ceptual segregation task is difficult—perhaps because of

insufficient or unreliable low-level cues—the interference

caused by concurrent maskers is relatively low because all

of the available resources are engaged by the segregation

task. In contrast, if perceptual segregation is easily accom-

plished, as in the current study, additional resources are

available to engage the nontarget sources essentially passing

the representations of those sounds along to higher process-

ing levels. Selection among the segregated sources at this

later stage invokes the various cognitive functions required

to solve the task. At that point, factors such as the similarity

of these segregated source representations, and the linguistic

and memory demands they place on the observer, determine

the interference they create. Because the sources used in the

present study were well-segregated (as inferred from the single-

word control case), it would appear that the benefit of syntax,

unsurprisingly, is broadly consistent with a decrease in cognitive

load. In the case of target designation by syntax only, selection

of the well-segregated sources likely occurs at a higher level of

processing than when voice or location is available. In that case,

some degree of identification of the competing words must

occur so that selection according to word category may be

accomplished. It is possible that the current approach could be

adapted for use in examining the issue of limitations on process-

ing resources at the levels of segregation vs identification by

manipulating other variables such as, for example, changing the

rate of presentation of the words or perhaps by using a dual task.

A final point concerns the role of timing in these word

recall tasks. In the single-word control condition, listeners

were highly successful in selecting one of three concurrently

presented words. In quiet or high T/M conditions, near per-

fect recall was observed for both syntactic and random word

order presentation for five-word strings. Taken together, these

findings suggest that neither segregation nor recall limited

performance, but instead, it was the dynamic aspect of segre-

gation, selection, storage, and retrieval that occurred for the

word sequences. Thus it seems likely that the magnitude of

the effects found here—the benefit of word predictability

under speech masking conditions—depends on factors such

as the length of time between words and the number of words

comprising the sequences and may be particularly important

during the normally rapid flow of conversation.

VI. CONCLUSIONS

The current results suggest that voice and location may

be effective cues for segregating and selecting a target talker

masked by competing talkers. When the target word strings

conformed to a known syntactic structure, speech identifica-

tion performance was better than when the target word

strings were presented in random order, regardless of

whether the primary source selection cue was voice or loca-

tion. The benefit of syntax was greater when the maskers

were competing speech, producing high amounts of informa-

tional masking, than when the maskers were independent

noises, producing high amounts of energetic masking.

When neither voice nor location provided reliable cues

for selecting and maintaining the target speech stream, syn-

tax alone was sufficient to support better than chance identi-

fication performance. This suggests that both low-level and

high-level cues serve to select and maintain the focus of

attention on one specific talker in competition with other

talkers and to extract the information contained in the stream

of speech uttered by that talker.
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