
the hospital population by any device that does not involve

the acquisition of data which would themselves answer the

primary question. For instance the device sometimes used

of setting up in the hospital sample a one-to-one control so

that both groups examined have the same number of cases

and are identical as regards say, age and sex does not touch

the difficulties referred to here. It is to be emphasized that

the spurious correlations referred to are not a consequence

of any assumptions regarding biologic forces, or the direct

selection of correlated probabilities, but are the result

merely of the ordinary compounding of independent prob-

abilities. The same results as shown here would appear if

the sampling were applied to randomly distributed cards

instead of patients.
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In 1946, the physician and statistician Joseph Berkson

(1899–1982) pointed out that two diseases that are independ-

ent in the general population may become ‘spuriously associ-

ated’ in hospital-based case-control studies.1 This spurious

association was later referred to, often in lively debates,2–14

as Berkson’s fallacy, Berkson’s paradox or Berkson’s bias.

Some authors restricted the interpretation of Berkson’s fal-

lacy to disease-disease associations,2,5,7,8 whereas others

thought that the fallacy would also apply to exposure-disease

associations in hospital-based case-control studies.10–15

In this article we use directed acyclic graphs (DAGs) to

describe the structure of Berkson’s fallacy, first for disease-

disease associations and then for exposure-disease associ-

ations. This permits us to understand the contentious

debates and strongly differing opinions about Berkson’s

fallacy, and has practical implications for study design and

interpretation (see Box 1).

Disease-disease associations: Berkson’s
fallacy

In 1946 Berkson considered the following problem.1

Suppose a hospital wants to estimate the association

between the prevalences of cholecystitis (disease 1 or D1)

and diabetes mellitus (disease 2 or D2). To do so, a case-

control study is conducted in which hospitalized individ-

uals are included as cases if they have diabetes and as

controls if they have ophthalmological refractive errors

(disease 3 or D3). The association between cholecystitis

and diabetes is then estimated by comparing the prevalence

of cholecystitis D1 between cases with diabetes D2 and

controls with refractive errors D3.

Berkson constructed his example so that, in the source

population, the D1-D2 and D1-D3 associations were null

and the probabilities of hospitalization for each of the

three diseases were independent. Yet, the D1-D2 associ-

ation was not null in hospitalized individuals. In the

Appendix (available as Supplementary data at IJE online)

we numerically work out the example Berkson used in his

paper, and we discuss the strength and direction of the

association in hospitalized individuals. Intuitively, this

association arises because persons with two or more dis-

eases have a higher probability of being hospitalized than

persons with only one disease—even if these reasons are

independent.
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In the case-control study considered by Berkson, a

D1-D2 association cannot generally be endowed with a

causal interpretation, even in the absence of confounding

and measurement error. Berkson used prevalent cases,

which may lead to selection bias,15 and disregarded the

timing of D1 and D2 (e.g. diabetes could predate chole-

cystitis), which may lead to reverse causation bias.

Because the study design does not target a causal associ-

ation, we refrain from referring to the spurious association

among the hospitalized as a bias. Instead, in this paper we

use the term Berkson’s fallacy to refer to the wrong estima-

tion of a prevalence difference. Most modern case-control

studies attempt to use incident, rather than prevalent,

cases, but there is no indication that Berkson was aware of

this distinction. The use of incident cases reduces both

the danger of selection bias and the potential for Berkson’s

fallacy, as we explain below.

Structure

Berkson’s fallacy can be visualized by the DAG presented

in Figure 1a. The nodes D1, D2 and D3 represent dichot-

omous variables (1: yes, 0: no) for each of the diseases

described above. The node H represents a dichotomous

variable (1: yes, 0 no) for hospitalization. In general, all

three diseases D1, D2 and D3 may lead to hospitalization

H. In Berkson’s example one might argue that refractive

errors may not be a cause of hospitalization (and thus

the arrow from D3 to H can be removed), without any

consequences for the argument. The node S represents a

dichotomous variable (1: yes, 0: no) for selection into the

case-control study, either as case (i.e. D2¼1) or as control

(i.e. D3¼ 1). In Berkson’s example, subjects with both

D2¼ 1 and D3¼ 1 were included as cases.1 For simplicity

of presentation the DAG assumes, as Berkson did in his

paper, that the diseases do not share any common causes

and that there is no measurement error.

Two selection processes are represented in Figure 1a:

the selection of hospitalized patients out of the entire popu-

lation (H¼ 1), and the selection of patients with D2 or D3

out of the hospitalized population into the case-control

study (S¼ 1). The box around H depicts the former; the

box around S the latter. The boxes around H and S indi-

cate that the selection depends on both H and S. Berkson’s

fallacy is the result of conditioning on the collider H¼ 1.

As easily seen by applying the d-separation rules,16 D1 and

D2 are unconditionally independent but are associated

conditional on H¼ 1.The DAG states that the selection has

Box 1. Practical implications of Berkson’s fallacy

• The fallacy that became eponymous for Berkson caused controversy from its initial formulation onwards. Some held

that it biased all case-control studies in hospitals; others maintained that it was only pertinent for associations be-

tween prevalent diseases, and did not exist for exposure-disease associations.

• The DAG analyses in this paper show that Berkson’s fallacy can exist when studying exposure-disease associations,

be it only in an ‘indirect’ form and in exceptional circumstances: when in a hospital-based case-control study persons

with a prevalent diagnosis are enrolled who were hospitalized for another disease that is associated with this

exposure.

• The DAG of the problem that Berkson originally described has the same structure of all biases due to conditioning on

a collider, but cannot be endowed with a causal interpretation since it was formulated and worked out as a problem

of the association of prevalent diseases.

• When using incident cases in hospital-based case-control studies, Berkson’s fallacy becomes highly unlikely for ex-

posure-disease associations, unless there are many people who have developed two different new diseases more or

less at the same time and are hospitalized for the other disease, i.e. the disease that is not the subject of the case-

control study.

• When incident cases in a case-control study consist only of people who have been hospitalized for that disease,

Berkson’s fallacy is not possible.

• It is likely that Berkson’s fallacy has had very limited, if any, impact on the findings of epidemiological studies.

D2

D3

D1

S
H

D2

D1

H

(a) (b)

Figure 1. (a) DAG representing Berkson’s fallacy. D1 is the putative

causal disease, D2 the case disease and D3 the control disease. S

denotes selection into the study (S¼ 1 j D2þD3 >0). The association

between D1 and D2 is biased conditional on H (hospitalization). (b)

Simplified DAG of Berkson’s fallacy. When community controls are

used, H remains a collider of D1 and D2 and Berkson’s fallacy will still

occur.
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two components: (i) S: having one of the diseases, (ii) H:

being hospitalized.

Not all components of the DAG in Figure 1a are

required for Berkson’s fallacy to arise. First, as noted by

Feinstein12 and extended by Flanders,13 the fallacy exists

even if the case-control study uses population controls

(rather than controls with disease D3). Therefore, the

DAG does not need to include the node D3. Second,

the fallacy exists even if the case-control study is not

based on a sample but involves all hospitalized

individuals. Therefore, the DAG does not need to include

the node S. Therefore, in the remainder of this paper we

use the simplified DAG shown in Figure 1b, which has an

identical structure to selection bias as described by Hernán

et al.15

Berkson’s scenario assumed that the diseases D1

and D2 lead to hospitalization through independent mech-

anisms. This scenario can be represented by elaborating

the arrows from D1 to H and from D2 to H so that they

include, as an intermediate step, the disease-specific

mechanisms of hospitalization H1 and H2, respectively

(Figure 2).15 The mechanisms H1 and H2 are independent

because there are no arrows from D1 to H2 or from D2 to

H1, and because H1 and H2 do not share common causes

with D2 and D1, respectively.

Under these conditions of independent mechanisms

of hospitalization, one would not expect a spurious associ-

ation between D1 and D2 in a study restricted to non-

hospitalized patients because conditioning on H¼ 0 deter-

ministically implies conditioning simultaneously on

(H1¼ 0, H2¼ 0), which blocks all open paths between D1

and D2 via H. That is, D1 and D2 are independent condi-

tional on H¼ 0. On the other hand D1 and D2 are associ-

ated in hospitalized patients because conditioning on

H¼ 1 does not imply simultaneous conditioning on

(H1¼ 1, H2¼ 1), i.e. individuals need only one disease to

be hospitalized; this corresponds to the independence as-

sumptions of elementary probability theory as H¼ 1 as-

sumes hospitalization for either disease or for both.15,17

Thus, the D1-D2 association in non-hospitalized patients

is the same as in the source population, whereas in hospi-

talized patients a different association will be found. A nu-

merical example is provided in the Appendix (available as

Supplementary data at IJE online).

The null association that exists in the total popula-

tion as well as in the non-hospitalized population is the

mathematical consequence of the way Berkson constructed

his example. In real data, there may be a non-null asso-

ciation in both the hospitalized and the non-hospitalized

because diseases D1 and D2 may lead to hospitalization

through non-independent mechanisms (e.g. presence of

one disease influences the decision to be hospitalized for

another disease). In that setting Figure 2 would

include arrows from D1 to H2 or from D2 to H1, or com-

mon causes for H1-D2 or H2-D1, and D1 and D2 would

be associated in non-hospitalized (H¼ 0) patients too.

Exposure-disease associations: indirect
Berkson’s fallacy

After Berkson formulated his original fallacy about disease

associations, a controversy arose as to whether this fallacy

may also occur in studies that estimate the causal effect of

an exposure on disease occurrence.2–15 For example, sup-

pose that hospital cases and population controls are used

to estimate the effect of smoking (E) on hip arthrosis (D2),

and that patients with existing hip arthrosis who had

been hospitalized for a smoking-related disease, such as

cardiovascular disease (CVD) (D1) were enrolled in this

case-control study. Then, a smoking-arthrosis association

is expected because smoking is associated with CVD and

conditioning on hospitalization induces a CVD-arthrosis

association.10,13 In line with Flanders et al., we call this

‘indirect’ Berkson’s fallacy.13

Structure

The structure of the indirect Berkson’s fallacy is depicted

in Figure 3a-c, which are variations of Figure 1b. The simi-

larity with Figure 1b is that D2 remains the disease of

interest in the study, but the difference is that D1 is not of

interest in the study. Three reasons why an exposure E

may be associated with a disease D1 are: E is a cause of D1

H2D2

D1

H

H1

Figure 2. This DAG explains that spurious associations will not arise in

a study outside the hospital. H1 and H2 mean disease-specific hospital-

ization due to D1 or D2. Conditioning on H¼ 0 implies conditioning on

H1¼0 and H2¼ 0, which blocks the open paths between the diseases.

D2

D1

H

E

D2

D1

H

E

D2

D1

H

C
E(a) (b) (c)

Figure 3. DAGs of indirect Berkson’s fallacy in the association between

exposure and disease in hospital-based studies. Exposure (E) does not

directly lead to hospitalization (H), but via a disease (D1); (a) E causes

D1, (b) E is a consequence of D1, or (c) E shares a common cause with

D1. This disease is independent of the case disease (D2) in the study

base, but become associated with those diseases conditional on hospi-

talization. Thus, in a hospital-based study, E can be spuriously associ-

ated with D2 via D1.
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(as in the example above); D1 is a cause of E (e.g. E is a

certain drug prescribed for condition D1); and E and D1

share some common causes. Because of conditioning on

hospitalization, E becomes associated with D2 via D1.This

situation was already hinted at by Roberts et al.10 In gen-

eral, the bias induced by the indirect form will tend to be

of lower magnitude than the original Berkson’s fallacy (see

Appendix, available as Supplementary data at IJE online).

Avoiding Berkson’s fallacy

Disease-disease associations

Berkson himself indicated two rather theoretical situations

in which his hospital-based case-control comparisons be-

tween prevalent diseases would not be ‘basically invalid’:

(i) one of the diseases does not lead to hospitalization,

i.e. H is no longer a collider; and (ii) the control disease

has the same hospitalization probability as the case disease,

i.e. the association between D1 and D2 via the path D1-H-

D2 is exactly counterbalanced by the association via the

path D1-H-D3-S-D2 (Figure 1a). This second condition

only holds when patients with both diseases are excluded

from the study; otherwise cases still have a slightly differ-

ent hospitalization probability than controls and the asso-

ciation cannot completely disappear (see Appendix,

available as Supplementary data at IJE online).

Indirect Berkson’s fallacy

The indirect Berkson’s fallacy can be largely attenuated by

using only incident cases.13 In our example, suppose that

one enrolled only hospitalized patients with a very recent

diagnosis of hip arthrosis D2. The probability of hospital-

ization because of another incident disease D1 like CVD

after their very recent diagnosis of hip arthrosis is small.

Using incident cases does not remove the potential for

indirect Berkson’s fallacy, but it makes the near simultan-

eous occurrence of incident diseases unlikely.

The indirect Berkson’s fallacy can be completely removed

if one samples as cases (and controls) only persons in whom

the studied disease is also the (only) reason for hospitaliza-

tion. This amounts to conditioning on H1¼ 0 (Figure 4).

This is a feasible strategy in any hospital-based study, and

might often be applied spontaneously by researchers. The

solution would also work for prevalent cases when the dis-

ease for which people are hospitalized exists already for a

long time, e.g. hip arthrosis that exists for several years but

the patient is hospitalized for surgery to replace the hip.

This solution also assumes no interaction among mechan-

isms of hospitalization; that assumption would be violated if

the existence of two diseases would in and by itself lead to

increased hospitalization rates, for example because the

management of the patient is more complex. A remaining

caveat of this solution is that conditional on H1¼ 0, (un-

measured) common causes of both D1 and D2 could still

confound the relation between E and D2.17

The history of opinions about Berkson’s
fallacy.

In 1955, Berkson18 explained that the original idea for his

eponymous fallacy arose from an early, autopsy-based

case-control study reported in 1929 by the Johns Hopkins

University biologist and statistician Raymond Pearl.19

Pearl found active tuberculosis lesions in 6.6% of 816 pa-

tients who had died of cancer and in 16.3% of 816 race-

sex-and age-matched autopsy records of persons who had

died from causes other than cancer. As acknowledged later

in that same year by Pearl himself, the inverse association

between cancer and tuberculosis may have spuriously re-

sulted from cancer killing patients before there was time

for florid tuberculosis to develop.20 But the flaw was not

obvious. The biology and even an attempt to treat cancer

using tuberculin seemed compatible with the protective ef-

fect of tuberculosis.21 It was Berkson who demonstrated

the origin of the fallacy, 7 years after Pearl’s death (see the

DAGs of Figures 1–2, in which hospitalization would

be replaced by death). As in Pearl’s study, which was

based on prevalences in autopsies, Berkson constructed an

example with prevalent diseases.

As an aside, Berkson, who belonged to the sceptics as to

the association between smoking and lung cancer, did not

invoke this fallacy when arguing against the causality of

that association. Rather, he argued that the observed asso-

ciation between smoking and many diseases other than

lung cancer suggested bias rather than causation. In his

1955 paper he proposed one form of self-selection bias,

which can arise in both case-control and cohort studies:

see Hernán et al.15 for a causal DAG representing this bias.

However, Berkson had to postulate unrealistic interactions

for the bias to fully explain the magnitude of the observed

association.

In 1954, Kraus2 wrote that Berkson’sfallacy existed

only for disease-disease associations, but not for exposure-

disease associations. That opinion, which was upheld by

Walter,5 Schlesselman8 and Miettinen,7 overlooked the in-

direct form of Berkson’s fallacy and the distinction

H2D2

D1

H=1

H1=0E

Figure 4. Indirect Berkson’s fallacy can be prevented by conditioning on

H1¼0 (i.e. not having a disease other than the case or control disease

as reason for hospitalization).

International Journal of Epidemiology, 2014, Vol. 43, No. 2 518



between prevalent and incident conditions, which are piv-

otal to understanding Berkson’s reasoning—both described

by Flanders et al.13

In 1978, Roberts et al.10 attempted to establish the ex-

istence of Berkson’s fallacy empirically, after one of their

co-authors, who had invoked Berkson’s arguments at a

conference, had been contradicted by other epidemiolo-

gists: ‘. . .that Berkson had only advanced a theoretical ob-

jection, never tested’. Roberts et al.10 used data from three

household surveys about diseases, signs and symptoms of

diseases, hospitalizations and uses of drugs. A spurious as-

sociation, larger or smaller, was found for most of 28 dis-

ease-disease associations among those who had been

hospitalized in the past 6 months, in comparison with the

overall population associations. They also looked at 48

drug-disease associations, and found nine significant differ-

ences between the general population and hospitalized pa-

tients. Still, the authors found it difficult to separate

Berkson’s fallacy from what they called ‘clinical selection

bias’, i.e. when clinicians judge it more prudent to hospital-

ize a patient with two conditions ‘which occurs when pa-

tients with co-morbidity presentations are more likely to

be admitted on clinical grounds such as a diabetic on oral

hypoglycemics with recent chest pain’. They acknowledged

that ‘. . .few modern studies consider a suspected causal fac-

tor which is a disease and thus a force of hospitalization in

its own right.’10 They also hinted about the possibility of

the indirect form of Berkson’s fallacy later described by

Flanders et al.13 when they mentioned that ‘. . .one could

envisage situations in which the suspected causal factor,

while not subject to hospitalization when present alone,

could influence the hospitalization decisions if it occurred

concurrently with another disease of interest’.10

In 1979, Sackett (co-author of Roberts et al.) renamed

the fallacy as ‘admission rate bias’ and stated: ‘. . .this bias

is central to the execution of case-control studies’.11

Sackett directly referred to Berkson, and used examples of

disease-disease associations from Roberts et al. but not of

exposure-disease associations.

In 1986, Feinstein et al. proposed that in Berkson’s

fallacy, the control group needed not to be hospitalized

for the fallacy to occur;12 this is shown in our DAG in

Figure 1b. Feinstein et al. wrote that ‘the assumption that

exposure has no impact on hospitalization. . .will seldom

be realistically tenable’.12 Use of certain pharmaceutical

agents, for example, ‘may lead to increased medical sur-

veillance that can lead to the detection of ailments that

might otherwise escape attention’. Furthermore, he wrote,

non-pharmaceutical agents, such as smoking, ‘. . .may pro-

voke a side effect that leads to increased medicalization of

the patient and to detection of diseases that might be other-

wise undiscovered’.12 Such biases are of a different kind,

however, and are sometimes referred to as ascertainment

bias, diagnostic suspicion bias, referral bias, or clinical se-

lection bias (as Roberts et al. named them). They result

from conditioning on factors caused by disease and that

affect diagnosis of the disease, as can be seen by the DAG

in Figure 5, and can be prevented by specific design

choices.22,23 A few years earlier, in 1979, Feinstein had

written that this type of bias ‘. . .is substantially different

from the type of hospitalization bias that was first

described by Berkson as a purely passive mathematical

phenomenon. Diagnostic referral bias is an active clinical

entity, in which physicians create different rates of hospi-

talization and/or diagnostic testing’.24

In 2003, Schwartzbaum et al. revisited Berkson’s fallacy

and described it as an overriding problem in hospital-based

case-control studies.14 They approximated an idea close to

the indirect form of the fallacy, but did not describe it com-

pletely when writing that it was unlikely that ‘newly diag-

nosed meningioma cases will occur among those admitted

to the hospital for prevalent breast cancer during the rela-

tively short time that patients are hospitalized for breast

cancer’. They proposed that using controls with diseases

with the same admission incidence as the cases can remedy

Berkson’s fallacy. This is insufficient, as we show in the

Appendix (available as Supplementary data at IJE online).

Schwartzbaum et al. were commenting on a paper by

Sadetzki et al.25 who purported to have found Berkson’s fal-

lacy in a hospital-based case-control study of smoking and

bladder cancer. However, the bias in that study was caused

by selection of hospitalized controls with diseases (e.g. lung

diseases) that had the same exposure as the cases. This is

again another type of bias, due to the choice of a control

group that is associated with the exposure, as described in

the DAG in Figure 6 (see Hernán et al.15 for further details).

Over the past years, the name ‘Berksonian bias’ has

been proposed for all collider biases, both in hospital-

based case-control studies and other designs.26–28 Indeed,

similarly to the fallacy originally proposed by Berkson,

these biases result from conditioning on a collider.

Nonetheless, these biases are not a probabilistic necessity

like Berkson’s fallacy and can be avoided by specific

Figure 5. Causal DAG representing diagnostic suspicion or detection

bias. E is exposure, D disease, and D’ diagnosed disease. Conditioning

on factors C that affect diagnosis and are themselves affected by exist-

ing disease will create an association between exposure and diagnosed

disease. Of note, this bias is not restricted to hospital-based studies.
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strategies of choices of cases and controls, either in hos-

pital-based case-control studies or in other designs.

In a recent paper, Westreich pointed to the analogy be-

tween Berkson’s fallacy, selection bias and missing data,

and to the general structure of Berkson’s bias as resembling

collider bias.29 The DAG we present in our paper is analo-

gous to the DAG proposed by Westreich. However, we em-

phasize that the original formulation by Berkson implies

prevalent disease states and disease-disease associations

and has little bearing on causal problems, and we add the

important notion that the only type of Berkson’s fallacy

that matters is the indirect form, for which we describe the

potential solutions.

Interest in Berkson’s fallacy was raised in one of us

(J.P.V.) during the preparation of the 2007 STROBE

guidelines,30 when diametrically opposed views emerged

about its nature and whether it actually existed—a discus-

sion that was similar to the one that led to the Roberts

et al. paper 30 years earlier. This led to discussions with

other authors (S.H.-D. and M.H.) who had published a

DAG for Berkson’s fallacy with an explanation that did

not pertain to Berkson’s original problem of disease-dis-

ease associations, but (in retrospect) to the indirect form of

Berkson’s fallacy.15

Conclusion

We showed that the original Berkson’s fallacy is a prob-

abilistic necessity in hospital-based case-control studies of

prevalent disease-disease associations. For exposure-

disease associations, an indirect form of Berkson’s fallacy

in which the exposure is associated with a different disease

leading to the hospitalization of the case (or control) can

produce situations equivalent to Berkson’s fallacy. This

indirect Berkson’s fallacy will tend to be of smaller magni-

tude than the direct fallacy. The fallacy is largely attenu-

ated by limiting enrollment to incident cases (and controls

when hospital-based controls are used) and is completely

prevented by excluding cases (and controls) with a differ-

ent disease as the reason for their hospitalization. The na-

ture of the bias proposed by Berkson has led to repeated

similar debates over a period of more than 60 years, among

other reasons because of confusion with other types of se-

lection biases.

The classical Berkson fallacy, formulated as prevalent

disease-disease associations, may only rarely have been a

problem in epidemiological studies directed at causes of

diseases because diseases are rarely studied as causes of

other diseases. The indirect form of Berksons fallacy may

only have been a problem in hospital-based case-control

studies with prevalent cases wherein the disease for which

a person was enrolled in the case-control study was not the

reason for that person’s hospitalization. Studies with

prevalent cases, however, within or outside hospital, are in

general a minority of case-control studies.31 The most

common design choices in hospital-based case-control

studies seem to preclude a large role of Berkson bias in

epidemiology.
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Berkson’s bias

In 1984 one of us (N.P.) was living on the beach in New

Zealand. I was writing my PhD thesis, when I had a

football (‘soccer’) injury which gave me a severe back

problem for a week. After the first two days of lying

around on my back listening to music and not being able

to do much else, I woke up in the middle of the night with

nausea and dizziness apparently caused by an inner ear in-

fection. For the next five days I had severe back pain when

I stood up, severe nausea and dizziness when I lay down

and a mixture of the two when I sat in a chair. The purpose

of recounting this sorry story is not to relate my medical

history to readers of IJE, but rather because it is relevant

to the story of Berkson’s bias, which I had been studying at

the time. I didn’t get admitted to hospital, but it was a near

thing, and it gave me firsthand experience of how ‘persons

with two or more diseases have a higher probability to be

hospitalized than persons with only one disease—even if

these results are independent’.1 If I had been hospitalized

and recruited for a study of inner ear infections, and if

there had been enough other people like me, then we prob-

ably would have contributed to a false conclusion that
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