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Abstract

The goal of this review article is to redefine what the Mismatch Negativity (MMN) component of

event-related potentials reflects in auditory scene analysis, and to provide an overview of how the

MMN serves as a valuable tool in Cognitive Neuroscience research. In doing so, some of the old

beliefs (five common ‘myths’) about MMN will be dispelled, such as the notion that MMN is a

simple feature discriminator and that attention itself modulates MMN elicitation. A revised

description of what MMN truly reflects will be provided, which includes a principal focus onto the

highly context-dependent nature of MMN elicitation and new terminology to discuss MMN and

attention. This revised framework will help clarify what has been a long line of seemingly

contradictory results from studies in which behavioral ability to hear differences between sounds

and passive elicitation of MMN have been inconsistent. Understanding what MMN is will also

benefit clinical research efforts by providing a new picture of how to design appropriate

paradigms suited to various clinical populations.
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Introduction

The mismatch negativity (MMN) component of event related brain potentials has become a

valuable tool in Cognitive Neuroscience research for studying auditory processing in both

basic and clinical research (see also Näätänen et al., this issue). MMN essentially reflects

auditory change detection. This is a fundamental ability of the auditory system that is crucial

for survival, such as alerting one to potential threats in the environment and directing

orienting behavior (Sokolov, 1963). One of the key advantages of MMN as a neural

indicator of auditory change is that it can be elicited regardless of the listener’s direction of

attention. Although most transient ERP components reflect some level of ‘oddness’
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detection (e.g., P3a, N2b, P3b, N400, P600), they also require a certain level of stimulus

saliency to be elicited (e.g., the P3a component reflects involuntary orienting to an

unexpected event) or attention directed to the sounds (e.g., the P3b component reflects

aspects of voluntary target detection). MMN therefore has a wider possible range of utility.

However, there are limiting factors, or parameters of use, which bear consideration to

optimize its potential application to a variety of basic and clinical settings that probe passive

and active listening situations.

Understanding specifically what the MMN component reflects about the auditory change

detection process is crucial to maximizing its use, and for advancing our understanding

about the neurobiological basis of central auditory functions. The focus of this review is on

defining what MMN reflects about auditory memory and attention by dispelling five

common tenets of MMN that are actually misleading (hence: ‘myths’). A refocus in thinking

is essential if MMN is to be used as an effectual tool in the further study of complex

auditory functions in both basic and clinical domains. There have recently been a wealth of

studies focused on more complex auditory processes, such as auditory scene analysis

(Atienza et al., 2003; Bendixen et al., 2010; DeSanctis et al., 2008; Dyson et al., 2005; Hung

et al., 2001; Müller et al., 2005; Nager et al., 2003; Rahne & Bockmann-Bartell, 2009;

Rahne et al., 2007; Rahne & Sussman, 2009; Ritter et al., 2000; Sonnadara et al., 2006;

Sussman, 2005; Sussman, Bregman et al., 2005; Sussman, Horváth et al., 2007; Sussman &

Steinschneider, 2006; Sussman & Steinschneider, 2009; Sussman, Ritter, & Vaughan,

1998a; Sussman, Ritter, & Vaughan, 1999; Winkler et al., 2005; Yabe et al., 2001) and

language processing (Aaltonen et al., 1987, 1993; Bonte et al., 2005; Brunelliere et al., 2011;

Colin et al., 2002; Cornell et al., 2011; Deguchi et al., 2010; Dehaene-Lambertz et al., 2000;

Díaz et al., 2008; Froyen et al., 2008; Gao et al., 2012; Hastings et al., 2008; Hisagi et al.,

2010; Jacobsen & Schröger, 2004; Jakoby et al., 2011; Koelsch et al., 2005; Kraus et al.,

1995; Kujala et al., 2006; Lee et al., 2012; Lipski et al., 2012; Maiste et al., 1995; Miglietta

et al., 2013; Nenonen et al., 2005; Partanen et al., 2011; Peltola et al., 2012; Pulvermüller et

al., 2004, 2006; Reiche et al., 2013; Savela et al., 2003; Shafer et al., 2004; Sharma &

Dorman, 1998; Sharma et al, 1993; Shtyrov & Pulvermüller, 2002; Sorokin et al., 2010;

Steinberg et al., 2010; Stekelenburg & Vroomen, 2012; Sussman, Kujala et al., 2004;

Syzmanski et al., 1999; van Linden et al., 2007; Wang et al., 2012; Winkler et al., 1999;

Winkler et al., 2003; Xi et al., 2010; Ylinen et al., 2010). These studies have, sometimes

inadvertently, revealed new information about the MMN component as a tool in research

that allows us now to expand the original notion of MMN as a ‘pre-attentive’ reflection of

‘sensory discrimination’. To make progress, we need to dispel fundamental ‘myths’ about

MMN, redefine some terms, and refocus our understanding about what MMN elicitation

truly reflects, and what processes contribute to the auditory change detection response (for a

review of the visual MMN see Czigler, this issue). The structure of the review is to first

identify the ‘myth’, then provide a suggestion for how to refocus thinking onto what MMN

more accurately reflects, followed by some discussion points.
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Five Myths of MMN

Myth #1-MMN is a feature discriminator

Refocus: MMN is highly context dependent—Probably one of the most common

myths about MMN is that it merely reflects tone feature discrimination (e.g., frequency,

intensity, tone duration, spatial location). This view came about because the most widely

used paradigm to elicit MMN has been the auditory oddball paradigm (Näätänen, Gaillard,

& Mäntysalo, 1978; Squires et al., 1975). The auditory oddball paradigm, in which two

tones are randomly presented with a frequent-to-infrequent ratio (Sams et al., 1983;

Sussman, Sheridan, et al., 2003; Näätänen, 1992), has often been used as an index of the

ability to discriminate between sound features to assess difficulty level (e.g., hard vs. easy)

or clinical classifications (e.g., comparing frequency discrimination ability in individuals

with and without dyslexia). The notion was that if MMN was elicited by infrequently

presented deviants (e.g., frequency or tone duration), then one could conclude that the

deviant tone feature was discriminated from the standard tone feature (Sams et al., 1985;

Schröger, 1995; Tiitinen et al., 1994). Indeed, when MMN is elicited, the ability to

discriminate one feature from the other contributes to its elicitation. However, when MMN

is not elicited the opposite is not true. It does not necessarily mean that the two features were

not discriminable on their own (e.g., answering ‘yes’ to the question ‘are the two tones

different?’). Thus, MMN elicitation by itself cannot serve as an objective index of auditory

feature discrimination.

One explanation is that the change detection process reflected by MMN is largely context-

based (Sussman, 2007). Thus, a single tone does not always serve as the standard

comparison for deviance detection. That is to say that while the processes that contribute to

MMN elicitation often include discrimination of tone features, even in the simplest auditory

oddball paradigm the process also include factors of the larger context of the sound

sequence (Davids et al., 2009; Müller & Schröger, 2007; Rahne & Sussman, 2009; Sussman,

2007; Sussman & Steinschneider, 2006; Sussman & Winkler, 2001; Tervaniemi et al., 2009;

Winkler et al., 2003). Although MMN elicitation can index the brain’s ability to distinguish

tone features, the basis for MMN elicitation is regularity extraction. One could say that

MMN is primarily a reflection of the standard repeating regularity, extracted from the

ongoing input and structured in memory. The detected ‘standard’ forms the basis for the

auditory change detection process.

The highly context-based nature of MMN can be demonstrated with a simple, but modified

auditory oddball paradigm (Sussman, Ritter, Vaughan, 1998b; Sussman et al., 2002;

Sussman & Gumenyuk, 2005; Sussman, 2007; Sussman, 2013). For example, in a typical

oddball paradigm, one tone is presented 80% of the time and a different frequency tone is

presented randomly, 20% of the time (Fig 1A). The infrequent tone (‘deviant’) elicits MMN.

If a simple modification is made so that the 20% (‘deviant’) tones occur regularly, every

fifth tone (Fig 1B), then no MMN is elicited by the infrequent (‘deviant’) tones. No MMN is

elicited by the infrequent tones because they are not deviant when the repeating pattern is

detected. The infrequent (988 Hz) tone is part of the standard repeating pattern of tones (Fig

1B). In contrast, in the random oddball, the repeating 880 Hz tone serves as the standard and
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the 988 Hz tone the deviant (Fig 1A). Thus, simply having a frequent to infrequent ratio in a

tone sequence is not sufficient to elicit MMN: probability alone is not sufficient for eliciting

MMN. The key factor influencing MMN elicitation (deviance detection) is what is extracted

and represented as the repeating standard pattern (Sussman, 2007). Standard formation can

occur either by stimulus-driven factors of the sound input (Fig 2, Sussman et al., 1998b;

Sussman & Gumenyuk, 2005) or by task-driven factors (Fig 3; Sussman et al., 2002;

Sussman, 2013).

Notably, the ability to discriminate between the two tones is needed either way (no matter

what the standard is) but for different purposes. In the Random condition (Fig 1A), the

infrequent tone is detected as being different from the frequent tone, and in the Regular

condition (Fig 1B), the infrequent tone demarcates the five-tone pattern at the terminal

position. These results cannot be fully explained by stimulus-specific adaptation to a

frequently occurring stimulus (i.e., the reduction of the neural response to a repeated

stimulus). The difference in response to the infrequent tones indicates that the longer-term

context of the temporal sequence is stored along with the values of the individual stimuli,

allowing tone patterns to be stored as units as well as information about the tone features to

be accessed. Therefore, the MMN cannot be thought of as reflecting simple feature detection

(for a different view of MMN see May & Tiitinen, 2010). Rather, MMN is the outcome of a

series of processes that precede deviance detection and is reflective of the larger auditory

context (Sussman, 2005; Sussman & Winkler, 2001; Rahne & Sussman, 2009; Sussman &

Steinschneider, 2006) (Fig 4).

One of the processes that precede deviance detection is auditory stream segregation (Müller

et al., 2005; Nager et al., 2003; Sussman et al., 1998a; Sussman et al., 1999; Sussman, 2005;

Yabe et al., 2001). This has been demonstrated with MMN in that deviance detection is

dependent upon regularities extracted from within-stream sound patterns that emerge after a

mixture of high and low frequency sounds have been segregated (Sussman, Ritter, &

Vaughan, 1998a; Sussman et al., 1999; Sussman & Steinschneider, 2006; Rahne &

Sussman, 2009; Sussman, Bregman et al., 2005; Sussman-Fort & Sussman, submitted

manuscript). That is, within-stream event detection occurs on the already formed streams

(Sussman, 2005). Overall, the MMN reflects the longer-term stimulus characteristics, which

includes temporal and spectral dynamics of the signal extracted from the stimulus history

and maintained in memory. However, these longer-term contextual factors are not as readily

observed in simple oddball-type paradigms as they are when more complex calculations are

provoked.

Myth #2 – MMN is ‘pre-attentive’

Refocus: MMN can be elicited in passive listening situations—One of the

problems with promoting the idea that MMN reflects ‘pre-attentive’ processing is that the

processes generating MMN do not occur ‘before’ attention (Fig 4) or without any form of

attention (note that MMN elicitation in the various states of consciousness, such as in coma,

will not be addressed in this review, see Fischer et al. 2014, this issue). Stepping back, we

might think about how the nomenclature ‘pre-attentive’ became attached to MMN

investigations. Historically, models of selective attention have included the notion of a ‘pre-
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attentive’ stage of processing (Neisser, 1967). ‘Pre-attentive’ referred to the stage of

processing that occurred prior to response selection (Neisser, 1967; Broadbent, 1958). That

is, prior to attention selecting inputs that would then be subject to further analysis. The focus

was on the degree of processing of sensory input prior to attention acting as a filter (hence,

‘pre-attentive’). However, there was also disagreement about where the ‘filter’ occurred in

the processing stream (i.e., prior to or after perceptual processing) (Broadbent, 1958;

Deutsch, 1963; Treisman, 1969). One of the important distinguishing factors of MMN from

other prominent ERP components being researched at the time (e.g., P3, Sutton, 1965; or

N2, Hillyard et al., 1973; Novak et al., 1990; 1992) was that MMN could be elicited in

passive listening situations, to assess processing of unattended sounds. And, indeed, the

passive listening situation was taken to mean processing before attention exerted influence.

However, we now think about attention within a different framework, especially since the

advent of modern brain imaging technology. The stage or “filter” model has been replaced

with models that explain dynamic interactions among neural circuits conveying information

in both serial and parallel processing streams. The word ‘pre-attentive’ is no longer useful.

We are always attending to something in the environment. From this perspective, there is no

‘before’ attention, and thus the word ‘pre-attentive’ does not accurately describe what we

mean when we instruct participants to ‘ignore’ sounds to measure MMN. When we ask

participants to ‘ignore’ the sounds, and instruct them to watch a captioned video or perform

an n-back task, what we are actually asking them to do is to focus attention away from the

sounds to effectuate that the sounds will be irrelevant to task goals. This allows assessment

of the degree of processing for unattended sounds. In everyday environments, there are

many things happening simultaneously and we choose what it is we want or need to attend

to at any given time. We ‘ignore’ information because we have other goals in mind. Simply

hearing sounds will not necessarily alter MMN elicitation. Attention is not one ‘thing’. The

major influences on MMN generation are task demands. Specific task goals have the

potential to alter neural activity to facilitate performance outcomes, and ultimately influence

MMN elicitation if task performance modulates the extracted regularity (see Myth #1). To

more effectively discuss about MMN, the terminology needs to be specific to what is

actually being measuring. Essentially, the terminology should emphasize where or how

attention is focused during presentation of the sounds. One way to refer to different

conditions of attention would be to specify whether the conditions involve ‘passive’ or

‘active’ listening; thus indicating whether the participants are performing a task with the

sounds or not. The word ‘passive’ provides a more direct indication that the sounds are

being heard, but that there is no task being performed with them. Correspondingly, the word

‘active’ condition indicates involvement of a specific task with the sounds. This type of

refocus onto where the direction of attention is, and what the specific task does to modulate

unattended sounds is needed because of the potential utility of this measure for elucidating

valuable information about the neural basis of attention.

Probably the most important reason why the term ‘pre-attentive’ is not a useful is that MMN

can reflect processing after attention exerts its influence. To demonstrate how the direction

of attention and specific task performance is central to modulating MMN elicitation, and not

simply whether or not sounds are attended, refer back to the paradigm of Figure 1. Sussman
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and colleagues (Sussman et al., 2002; Sussman, 2013) presented the patterned sound

sequence (Fig 1B) with additional rarely and randomly occurring low frequency tones (784

Hz) that served as targets in the active conditions (Fig 3, ‘T’ represents a target 784 Hz

tone). The fifth tone of the pattern was the ‘probe’ tone (Fig 3, ‘O’ represents a probe 988

Hz tone), and never the target. The patterned sequence containing the rare deviants was

presented in three conditions; each condition differed only in the instruction of how to focus

attention to the sounds, and what task to perform (Fig 3). Participants were instructed to 1)

attend to a closed-captioned video (they had no task with the sounds, Attend-Video

condition); 2) attend to the pitches of the sounds (low, medium, and high) and press the

response key for the rarely occurring lowest pitched tone (Attend-Pitch condition); or 3)

attend to the pattern of the sounds and press the response key when a different pattern was

heard (these included the lowest-pitched tones; Attend-Pattern condition). Participants

pressed the response key to the same target “T” tones in both active conditions. MMN

elicited by the ‘probe’ tones (the 988 Hz ‘O’ tones, Fig 3) determined how the sounds were

structured in memory. That is, when the pitches of the sounds were relevant to performing

the task (Attend-Pitch), MMN was elicited by the infrequently occurring probe tones (Fig 3,

middle row). In contrast, when the pattern of sounds was relevant to performing the task

(Attend-Pattern), no MMN was elicited by the same probe tones (the fifth tone of the

repeating standard pattern, Fig 3 bottom row). Thus, the same regularly occurring tones (988

Hz) evoked different brain responses depending on the task being performed. When the task

involved assessment of the pitches, MMN was elicited by the probe tones, whereas when the

task involved pattern detection, no MMN was elicited by the same probe tones. MMN

elicitation was thus consistent with task goals. In the passive listening condition, when

participants watched a captioned video (Attend-Video) and had no task with the sounds,

MMNs were elicited by the probe (988 Hz) tones (Fig 3, top row). This suggests that while

watching a movie, the patterned aspect of the sequence was irrelevant, probably due to the

relatively slow stimulus rate (∼2 tones per second). Even if the regular pattern of the

sequence had been noticed, it was irrelevant to the task. Thus, all infrequently occurring

tones elicited MMN in the passive listening condition, similar to the pitch evaluation task

(Attend-Pitch condition). These results thus reveal that selective attention alters neural

activity, adapting the neural response to the pertinent elements of the input required for

performing a task. These studies demonstrate that task goals are fundamental to establishing

what regularity (what standard) will be used in the deviance detection process generating

MMN, and not the direction of attention, as in simply whether or not the sounds are

attended.

Myth #3 – MMN is an early auditory process

Refocus: MMN can be elicited after attention exerts influence, or in
conjunction with attentional influence—The notion that MMN is an early process is

tied to Myth #2, that it occurs ‘before’ attention. However, MMN also occurs quantitatively

early in time, often with a peak latency of approximately 150 ms (from stimulus onset or

from onset of deviance detection), and always prior in time to the attention-dependent

components. The issue of ‘early’ and ‘late’ is confusing because MMN can be elicited after

attention is directed to a set of sounds (Fig 4). Moreover, MMN elicitation can be dependent

upon attention, such as when attention alters the standard representation from which
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deviance detection occurs (Sussman, Ritter, Vaughan, 1998a; Sussman et al., 2002;

Sussman, 2013). So what does early mean? Early in the sense that MMN peaks prior to non-

modality-specific attention-related ERP components (e.g., N2b and P3b components), and

that MMN elicitation is not dependent upon attention-related components to be elicited.

However, MMN may be thought of as a relatively late occurring process in the sense that

other processes precede deviance detection, relevant to establishing the standard either by

stimulus-driven or top-down processing (List et al., 2007; Sussman, 2005; Sussman, 2007;

Sussman et al., 2002; Panesse et al., submitted; Sussman, Ritter, Vaughan, 1998a; Sussman,

Ritter, Vaughan, 1998b; Sussman, Bregman, et al., 2005; Sussman, 2005; Müller et al, 2005;

Nager et al., 2003; Winkler et al., 2005; Yabe et al., 2001). MMN elicitation may also be

considered a ‘late’ process for the auditory system because it has been shown to be more

closely linked to task goals, to behavioral performance, than earlier elicited components or

to the later P3a component (e.g., Tiitinen et al., 2004; Chen & Sussman, 2013). For example,

Chen & Sussman (2013) found that the MMN amplitude was significantly correlated with

the amount of behavioral distraction elicited by an irrelevant, deviant tone (i.e., larger MMN

amplitude with longer reaction time) than either the N1 component or the P3a component.

Myth #4 – MMN is not modulated by attention

Refocus: MMN elicitation can be modulated by attention—Although MMN can be

elicited in passive situations, without attention directed towards the sounds, MMN can also

be elicited with attention focused on the sounds. But what does it mean when we say that

attention modifies MMN? One way attention modifies MMN elicitation is by context-

dependence. Essentially, when attention influences the information used in the deviance

detection process it necessarily affects MMN elicitation. For example, when task goals (i.e.,

attention) alter the organization of the sounds in memory, this can alter the regularity or

regularities stored in memory, which in turn can affect the information used in the deviance

detection process (List et al., 2007; Rahne et al., 2007; Rahne & Sussman, 2009; Sussman,

Ritter, Vaughan, 1999; Sussman, Ritter, Vaughan, 1998a; Sussman, Ritter, Vaughan, 1998b;

Sussman et al., 2002; Sussman & Steinschneider, 2006). Attention modulates processes that

precede deviance detection, and this influences MMN elicitation (Fig 4). In other words,

attention does not directly modulate MMN, but rather indirectly through the memory

structure of the auditory information. From this perspective, MMN is modulated by auditory

scene analysis, by how the auditory information is structured in memory, NOT by attention

itself. Neural representations of sounds in memory (that are used in the MMN process) are

altered by task goals and not by simply listening to or not listening to the sounds. Primary

effects of attention on the MMN process have been demonstrated on the standard formation

phase (Sussman, 2007), whereas the deviance detection process per se occurs

‘automatically’, regardless of whether the sounds are attended. However, there are

unexplored areas, such as effects of attention pertinent to deviance detection itself, which

bear further investigation.

Most of the early studies concluding that attention modulates MMN, reported attention

effects on the size of the MMN amplitude, often by comparing results between ‘attend’ and

‘ignore’ conditions. For the most part, these amplitude differences can be explained by

overlap with the N2b component at frontal electrodes (Wei et al., 2002). It is difficult, if not
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impossible to measure the true MMN amplitude when there is overlap with the non-modality

specific attention component N2b. One way to distinguish the components is at the mastoid

electrode, where the peak of the MMN can be delineated by the inversion in polarity that is

observed for MMN but not N2b (Novak et al., 1990; 1992). Nonetheless, our lab has found

larger amplitudes for active than passive conditions at mastoid electrodes, but this has been

found, so far, only when the stimuli were not simple feature changes (Sussman, Kujala et al.,

2004; Chen et al., submitted). What this ‘attention effect’ is (observed at the mastoid

electrodes) needs further investigation.

Moreover, if we focus on the deviant as the eliciting element in the MMN process, we can

say that MMN is attention-independent, in the sense that MMN elicitation is not dependent

upon whether the participant is listening to or not listening to the sounds. In the earlier days

of MMN, a pertinent issue, perhaps the pertinent issue of whether attention modulated

MMN amplitude was driven by the question of whether attention was focused toward the

sounds or away from the sounds (Näätänen, 1991; Näätänen et al., 1993; Paavilainen et al.,

1993; Woldorff et al., 1991; Woldorff et al., 1998;). This question came about following the

influential studies of Woldorff and colleagues (Woldorff et al., 1991; 1998). Prior to these

studies, MMN was interpreted as being ‘pre-attentive’ and unaffected by attentional

manipulation. Woldorff et al. (1991) demonstrated that the MMN amplitude could be

reduced by highly focused attention away from the deviant sounds. Woldorff et al. (1991)

used a dichotic listening task, in which listeners performed a difficult loudness detection

task with high frequency sounds presented to the right (or left) ear and ignored low

frequency sounds presented to the opposite ear. The amplitude of the MMN to intensity

deviants in the unattended ear was significantly reduced, but the amplitude to the frequency

deviants (also presented to the unattended ear) was unaffected. The authors concluded that

attention modulated the MMN component, and that the frequency dimension behaved

differently than intensity. Sussman, Winkler, & Wang (2003) hypothesized that the reason

the amplitude of unattended intensity deviants was reduced was due to context effects

(intensity values were the same in both ears, but frequency values were segregated between

the two ears) and not to the direction of attention as such. To test this, Sussman et al.

reversed the paradigm so that intensity values were segregated between the two ears and the

standard frequency of the sounds was the same in both ears. If highly focused attention

explained the results, then intensity MMNs evoked in the unattended ear should be reduced

(or abolished), and frequency MMNs should be robust, replicating Woldorff et al.’s results.

On the other hand, if context explains the results, then frequency evoked MMNs should be

reduced or abolished, and intensity MMNs should be robust. Results of Sussman et al.

(2003) supported the context explanation: the frequency MMN was abolished, and intensity

MMN was significantly elicited. These results were explained in terms of a ‘competition

model’ of MMN, in which MMN elicitation can be biased by selectively attending to

deviants in one ear and ignoring the same deviants in the other ear. These results also

showed a limiting factor on the MMN system, where attention biased MMN elicitation to

facilitate task goals. The results also support the idea that MMN elicitation is attention-

independent in the sense that the direction of attention (namely, highly focused to one ear)

was not the crucial influencing factor. The sound context influenced whether or not MMN
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was elicited. Further, there was nothing “special” about MMN and intensity being more

susceptible to attentional manipulation than frequency.

It may be noted that limitations to the MMN generating system have been demonstrated now

in several sets of data (Sussman et al., 1999; Sussman et al., 2003; Sussman, Bregman, et al.,

2005; Panesse et al., submitted manuscript). Finding limitations on MMN generation is

consistent with the postulation that MMN is not an ‘early’ component (Myth #3), it is not a

protected process, and it is subject to limitations when prior processes converge or intervene

on the deviance detection process (e.g., using shared attentional resources). That is, MMN

can be affected by other processes occurring either in parallel or prior to deviance detection

(Fig 4).

Myth #5 – MMN is not a reliable clinical research tool

Refocus: MMN can serve as a valuable clinical research tool—The wealth of

influential MMN studies that have advanced our knowledge of auditory function and

dysfunction are too numerous to list here. MMN has been used in a variety of clinical

domains, some of which are represented in this special issue (Javitt, Salisbury, Todd,

Fischer, Kraus, Escera, Trainor, Näätänen, for some examples). The MMN has been most

widely used in clinical applications to provide an index of sensory discrimination through

the auditory oddball paradigm and its variations. However, as described above, using MMN

as a reflection of sensory discrimination ability may lead to puzzling or ambiguous results

that may or may not match with sensory discrimination ability measured through behavioral

performance (e.g., Bishop & Hardiman, 2010). Results of such studies have displayed a

great deal of inter-subject variability, which has led to concern about its use as a reliable

clinical research tool. Finding inter-subject variability is not an inherent problem, nor does

the variability associated with MMN elicitation necessarily pose a problem for clinical

research. However, a shift in focus is needed in designing and interpreting studies that use

MMN paradigms, away from thinking of MMN as a simple sensory discrimination tool

without also considering both contextual factors and attentional influence. These shifts will

lead to better clarity in proper usage and understanding of MMN for setting up useful

protocols and in interpreting datasets.

Consider, for example, a simple auditory oddball paradigm but with multiple deviants. The

presence of multiple deviants alters the context used in the MMN-generating process. The

response to a specific frequency deviant presented alone in a block compared to when it is

presented amongst other deviants is altered by the context it occurs (Chen & Sussman, 2013;

Grimm et al., 2004; Schröger, 1995; Schröger, 1996). Thus, if only the multi-deviant

paradigm is used, the response to any particular sound may represent contextual effects, and

not the simple ability to discriminate differences in one feature dimension over another. This

example may explain some results, in which the ability of the experimental participant to

behaviorally discriminate two sound features does not match with MMN elicitation when

presented in some type of oddball paradigm (e.g., Dalebout & Stack, 1999; Gomes et al.,

2000; Bishop & Hardiman, 2010). That is, some of the variability in results across different

paradigms can be accounted for within this proposed framework. The stimulus history is

crucial to the MMN process, often having long-range effects (>20 s) on deviance detection
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(Rahne & Sussman, 2009; Sussman & Winkler, 2001; Sussman & Steinschneider, 2006;

Winkler et al., 2002). MMN is evoked on the basis of what is detected as the repeating

standard, which can be stored in memory as a pattern of tones (e.g., Alho et al., 1993;

Sussman et al., 1999; Schröger et al., 1992; Schröger et al.,1994), a conjunction of features

(e.g., Gomes et al., 1997), a single repeating tone (e.g., Näätänen, Gaillard, & Mäntysalo,

1978; Hillyard et al., 1973), an abstract concept such as rising/falling (e.g., Saarinen et al.,

1992; Paavilainen et al., 1999; van Zuijen et al., 2004; Wang et al., 2012), and so on, it

cannot be considered a strict feature detector. Its elicitation reflects what is stored in

memory as the standard perhaps more strongly than the deviance part of the equation. That

is to say, the same MMN eliciting ‘deviant’ tone can be altered by the sound context

(Sussman et al., 1999).

Knowledge about the context-dependent nature of the MMN system can be used to design

experiments that “probe” the cortical sound representations in auditory scene analysis

(Lepisto et al., 2009; Sussman & Steinschneider, 2009; Sussman, 2013). To be used as an

effective clinical research tool, we need evaluate the dynamic range of features encoded into

the neural trace and used in the deviance detection process that results in MMN elicitation.

The MMN has the potential to be an important non-invasive tool for diagnosis and

assessment of central auditory processing deficits (Perez et al., 2013). It provides one of the

best tools for testing impaired populations because participants do not have to actively

respond to the sounds for its elicitation (Kraus et al., 1996; Javitt et al., 1998; Kujala &

Näätänen, 2001; Näätänen, 2003).

Conclusions

In understanding how to use MMN to ask questions about how the brain processes sound, it

is fundamentally important to consider the sound context even in the simple auditory oddball

case. Auditory context is a primary modulator of the MMN, induced either by stimulus-

driven or top-down control. A second crucial issue central to the use of MMN is recognizing

how task goals influence the memory representations used in the deviance detection process.

Some of the things to consider in developing paradigms for basic or clinical populations are:

1) inherent patterns in the stimulus sequences; 2) the complexity of the ‘simple’ oddball

paradigms; 3) influence of task goals on deviance detection; and 4) the limitations to MMN

generation. To best maximize the benefits of MMN as a tool for probing central auditory

functions in clinical settings, it is crucial to consider the factors that influence MMN

elicitation. That is, even when using simple paradigms, there may be rather complex factors

that mediate the MMN response (e.g., context, task demands). Understanding what

influences MMN elicitation will also benefit clinical research efforts by providing a new

picture of how to design appropriate paradigms suited to various clinical populations.
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Figure 1. MMN is highly context-based
An auditory oddball paradigm is displayed with random (A) and regular (B) presentation of

the two tones. MMN is elicited by the 988 Hz tones in the Random presentation (A),

whereas the same 988 Hz tone does not elicit MMN when presented every fifth tone, in a

Regular presentation (B). The same ratio of 988/880 Hz tones are presented in both

sequences. MMN elicitation is therefore dependent upon detecting the repeating regularity

in passive conditions or on using the pattern to perform a task in active listening conditions.

When the 988 Hz tone (the ‘probe’ tone) is detected as part of a five-tone repeating pattern,

either by stimulus-driven or task-based factors, no MMN is elicited by the infrequently

occurring (20%) tone (see text for further details).
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Figure 2. Stimulus-driven standard formation
A fixed pattern of two tones (880 Hz and 988 Hz) was presented (see Fig 1B) in four

conditions of stimulus rate (one tone occurring every 200, 400 ms, 600 ms, or 800 ms).

ERPs to the 880 Hz tone are displayed with a dashed black line. ERPs to the 988 Hz tone are

displayed with a green solid line, and the difference waveform (988 Hz-880 Hz) is displayed

with a solid black line. Significant mismatch negativity (MMN) components are labeled and

denoted with an arrow. Amplitude is depicted in microvolts along the y-axis, and timing is

depicted in milliseconds along the x-axis. At relatively slow presentation rates (right

column, 400–800 ms conditions), the MMN was elicited by the 988 Hz tones. Only at the

fastest pace of the Regular sequences was there no MMN elicited by the 988 Hz tones (200

ms, left column, bottom row). The 200 ms Randomized sequence (left column, top row)

shows that with the same ratio of tones as in the Regular sequence (1/5), MMN was elicited

by the 988 Hz tones when the two tones were presented randomly, when there was no

pattern in the sequence. Thus, the stimulus presentation rate influenced standard formation,
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which in turn modulated MMN elicitation. Figure adapted from Sussman & Gumenyuk

(2005).
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Figure 3. Task-driven standard formation
Two tones were presented in a fixed order. The black ‘X’ represents the 880 Hz tone and the

green ‘O’ represents the 988 Hz tone. The fixed order of presentation was a repeating five-

tone pattern ( ). A lower frequency tone (784 Hz, designated by a blue ‘ ’)

occurred rarely (∼2%) and randomly within the sequence. The patterned sequence was

presented in three conditions: Attend-Video (top row), Attend-Pitch (middle row), and

Attend-Pattern (bottom row; see text for description of tasks). The  tone was the target,

which required a button press in both of the active conditions. The fifth tone of the pattern
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(988 Hz) was the ‘probe’ tone, and was never the target. Event-related potential (ERPs)

responses to the 880 Hz tone (black trace) and to the 988 Hz tone (green trace) are displayed

in the left column, at the Fz electrode. The x-axis displays time in milliseconds and the y-

axis displays amplitude in microvolts. Difference waveforms (ERPs to the 988 Hz-minus-

ERPs to the 880 Hz) are displayed in the right column, showing the Fz electrode (thick black

line) with the right mastoid (RM) overlain (thin black line). The mismatch negativity

(MMN) component is labeled in the difference waveforms. The probe tones (988 Hz)

elicited MMN in the Attend-Video and Attend-Pitch conditions, and not in the Attend-

Pattern condition. The results show effects of task-specific standard formation because only

the instruction of how to attend to the tones differed across conditions (see text for fuller

explanation). ERP responses to the target ( ) tones are not displayed (MMNs were elicited

by the ‘ ’ tones in all conditions). Figure adapted from Sussman et al., 2002.

Sussman et al. Page 21

Brain Topogr. Author manuscript; available in PMC 2015 July 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 4. Model of the MMN system
A schematic diagram showing modulatory effects on MMN elicitation by stimulus-driven

processes (blue) and task-specific goals (red). Arrows indicate a direction of influence. Input

is analyzed from spectro-temporal characteristics (1), driving initial sound organization.

Standard formation (2) occurs after stream segregation, and is subject to cross-stream

interactions and task-driven goals. Stimulus-driven (2) and task-driven biases (3) modulate

stream analysis and within-stream calculations. Change detection (4) is regulated by task-

driven and stimulus-driven biases and their convergences. Competition between streams can

be set up by task goals. A prediction of the model is that feature deviance detection (4) is a

‘higher-level’ process occurring on already formulated streams. MMN output (5) is the

consequence of a series of processes and convergence of processes influencing change

detection. Attention modulates MMN elicitation when behavioral goals influence how

sounds are organized to perform a task (3, solid red line). Direct influence of attention on

change detection is still unclear (3, dotted red line).
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