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Energetic factors determining the binding of type I 
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Aim: To decipher the molecular interactions between c-Met and its type I inhibitors and to facilitate the design of novel c-Met inhibitors.
Methods: Based on the prototype model inhibitor 1, four ligands with subtle differences in the fused aromatic rings were synthesized.  
Quantum chemistry was employed to calculate the binding free energy for each ligand.  Symmetry-adapted perturbation theory (SAPT) 
was used to decompose the binding energy into several fundamental forces to elucidate the determinant factors.
Results: Binding free energies calculated from quantum chemistry were correlated well with experimental data.  SAPT calculations 
showed that the predominant driving force for binding was derived from a sandwich π–π interaction with Tyr-1230.  Arg-1208 was the 
differentiating factor, interacting with the 6-position of the fused aromatic ring system through the backbone carbonyl with a force 
pattern similar to hydrogen bonding.  Therefore, a hydrogen atom must be attached at the 6-position, and changing the carbon atom to 
nitrogen caused unfavorable electrostatic interactions.
Conclusion: The theoretical studies have elucidated the determinant factors involved in the binding of type I inhibitors to c-Met.
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Introduction
The receptor tyrosine kinase c-Met, discovered in 1984 by 
Vande Woude et al, is normally expressed in the epithelial 
cells of many organs during embryogenesis and in adult-
hood[1].  Through binding to its physiological ligand hepa-
tocyte growth factor (HGF), c-Met induces several complex 
signaling pathways involved in cell proliferation, motility, 
migration, and survival[2, 3].  Inappropriate c-Met activation, 
transcriptional overexpression, gene amplification, and acti-
vating mutations have been observed in virtually all types of 
solid tumors[4, 5].  Overexpression or mutation of c-Met is also 
an important biomarker correlated with advanced disease 
state and poor prognosis[6, 7].  These facts collectively justify 
emphasis on c-Met as an attractive target in human cancer 

therapeutics.  
Several antibodies targeting HGF and numerous small 

molecules targeting the c-Met kinase catalytic domain have 
been identified and are currently in clinical trials[1, 5, 8–12].  
Type I c-Met inhibitors, as shown in Figure 1, usually adopt 
“U-shaped” binding conformations and exhibit high selectiv-
ity toward c-Met.  For example, INCB-028060 inhibits c-Met 
kinase activity with an average IC50 value of 0.13 nmol/L.  
In a selectivity profile against a panel of 57 human kinases, 
representing a structurally diverse cross-section of all known 
human kinases, this compound exhibited no more than 30% 
inhibition at 2 µmol/L[13].  Given that more than five hundred 
kinases are encoded in the human genome and that the major-
ity of kinase inhibitors are ATP competitive, the identification 
of these c-Met type I inhibitors is a significant achievement.  It 
is also thought that high specificity is crucial to the develop-
ment of kinase inhibitors to minimize off-target effects.  High 
target selectivity is thus expected to mitigate toxicity in subse-
quent medical applications.

Analysis of three dimensional structures suggests that type I 
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inhibitors adopt bent conformations and bind to the activated 
c-Met kinase.  The co-crystal structure[14] (Figure 2) shows 
the compound bound in the c-Met ATP binding site, which 
occurs at a deep groove formed by the N- and C-lobes of the 
kinase catalytic domain.  The phenol moiety of the inhibitor 
interacts with the hinge of c-Met kinase, forming a hydrogen 
bond with the backbone carbonyl of Met-1160.  The triazo-
lopyridazine scaffold forms a typical π–π stacking interaction 
with Tyr-1230.  Finally, one of the nitrogen atoms in triazole 
accepts a hydrogen bond from the backbone nitrogen of Asp-
1222.  These essential interactions between type I inhibitors 
and c-Met are considered prerequisites for binding and guide 
medicinal chemists in the design of novel c-Met inhibitors.  
Detailed investigations into the contributions of residues in 
c-Met ATP binding site will not only help to decipher the 
intermolecular forces behind kinase-inhibitor interactions but 
may also enable the design of novel compounds that bind to 
c-Met.

In our current study, we sought to decompose the driving 
forces behind the interactions of type I inhibitors with c-Met.  
Based on the available crystal structure and straightforward 
synthesis, we selected ligand 1 as the reference compound.  
Three other analogs were also synthesized and assessed for 
c-Met inhibitory activity in an enzyme assay.  We studied the 
binding free energy of these compounds with c-Met by adopt-
ing quantum chemistry calculations.  The results showed that 
the calculated free energies correlated well with the experi-
mental binding affinities of these compounds.  Interestingly, 
although the dominant contribution comes from an aromatic 
stacking interaction with Tyr-1230, differential effects arise 
largely from the positioning of Arg-1208 at the edge of the 
ligand pyridazine ring.  This finding may give medicinal 

chemists enhanced insight into the structure-activity relation-
ships of type I c-Met inhibitors.  Furthermore, we investigated 
the nature of several fundamental intermolecular interactions 
such as π–π, sulfur-π, and hydrogen bonding interactions[15–18].

This study highlights the utility of quantum chemistry in 
calculating the free energy of a protein-ligand system and in 
elucidating the nature of typical protein-ligand interactions.  
These results may also facilitate the design of novel scaffolds 
as type I c-Met inhibitors.
 
Materials and methods
Preparation of model system
The initial coordinates were extracted from the high resolution 
crystal structure (PDB accession code 3CCN)[14].  As reported 
by Albrecht et al, ligand 1 is located in the ATP binding site 
of the c-Met kinase domain and makes direct contacts with 
Met-1160, Arg-1208, Met-1211, Asp-1222, and Tyr-1230 (all 

Figure 1.  Representative type I inhibitors of c-Met kinase.  The fused 
aromatic ring of model ligand 1 is numbered for reference.

Figure 2.  (A) Illustration of the binding interactions of c-Met kinase with 
1.  Ligand 1 is shown in stick form together with key residues Arg-1208, 
Tyr-1230, Met-1211, and Asp-1222 in the binding site.  The protein is 
shown in ribbon form.  (B) The primary model used in quantum chemistry 
calculations.  All analogs and derived models were built on the basis of 
this primary model.
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within 4 Å).  Due to the large number of operations needed 
in the quantum chemistry calculation, we constructed a basic 
binding interaction model system (Model 1) by including only 
important residues close to the heterobicylic core of 1 (Arg-
1208, Met-1211, Asp-1222, and Tyr-1230) and Met-1160 to 
constrain 1.  As shown in Figure 2B, only the side chain atoms 
were retained for Met-1211 and Tyr-1230.  For Met-1160, Arg-
1208, and Asp-1222, only the interacting amide groups and 
bonded α carbon atoms were retained.  To decompose the 
contribution of each residue, four derivative models were 
built by deleting one residue each from the group of Arg-1208, 
Tyr-1230, Met-1211, and Asp-1222; this process gave Model 
1–1, Model 1–2, Model 1–3, and Model 1–4, respectively.  

For the three analogs of 1, we modified Model 1 by mutat-
ing the atoms at certain positions (chemical structures are 
shown in Table 1) and adding or deleting hydrogen atoms 
accordingly to produce Model 2, Model 3 and Model 4.  These 
models were further altered to generate variable binding mod-
els by deleting the interacting residues in the order described 
for Model 1.  The resulting 20 protein-ligand models were 
subjected to QM calculations.

Free energy calculations by QM method
Calculating the free energy of binding is a significant chal-
lenge in computational chemistry, even when utilizing the 
most accurate QM methods.  To better reflect the energetic 
factors involved in the interactions of type I inhibitors with 
c-Met, we adapted the thermodynamic cycle method to calcu-

late the difference in binding free energy between two ligands 
(as in Eq 1).  The ∆∆G between two binding interactions could 
be calculated with Eq 2.  To calculate ∆GRL_S, the free energy 
difference between two complexes, we can use the thermo-
dynamic cycle shown in Eq 3.  Because the protein-ligand 
interactions occur in the interior of the protein and these 
ligands are very similar in shape, we can assume that ∆∆Gs_RL, 
the difference in solvation free energy between the two com-
plexes, is equal to zero.  Thus, there is almost no difference in 
solvent structure between the solvent molecules around these 
two complexes.  We can also assume that the configurational 
entropy difference ∆SRL_g is equal to zero because each ligand 
has three rotatable bonds and all of the ligands have similar 
shapes.  Therefore, ∆GRL_S can be calculated with Eq 4.  Simi-
larly, the free energy difference between two solvated ligands 
can be calculated using the thermodynamic cycle shown in Eq 
5.  We can assume that the ligand configurational entropies are 
identical, as was assumed in calculating the free energy dif-
ference between two solvated complexes.  The solvation free 
energies of the two ligands can no longer be considered equal, 
as the ligands are now in solvent, and electrostatic properties 
can influence solvent organization around a ligand.  The term 
∆∆Gs_L was therefore calculated explicitly.

The ligands and complex models were first subjected to 

Table 1.  The result of the c-Met enzymatic inhibition assay.

  
 Compound	      Chemical structure

	   Enzymatic activity     
                                                                                                (IC50 μmol/L)
 
	 Ligand 1	  0.048±0.0005

	 Ligand 2	     >100 000

	 Ligand 3	    0.57±0.14

	 Ligand 4	    1.52±0.56

                                     ∆G1

          R_s      +     L1_s       □            RL1_s

∆GR_s ↓       ∆GL_s ↓                  ↓ ∆GRL_s                           (Eq 1)
          R_s     +     L2_s        □             RL2_s

                                      ∆G2

                       ∆Gs_RL1

           RL1_g      □               RL1_s

∆GRL_g ↓                       ↓ ∆GRL_s                                              (Eq 3)
           RL2_g    □              RL2_s

                        ∆Gs_RL2

                      ∆Gs_L1

           L1_g       □               L1_s

∆GL_g ↓                     ↓ ∆GL_s                                                       (Eq 5)
           RL2_g   □              L2_s

                       ∆Gs_L2

∆∆G=∆G2–∆G1=GRL2_s–(GR_s+GL2_s)–[GRL1_s–(GR_s+GL1_s)]
        =GRL2_s–GRL1_s–GR_s–GR_s+(GL2_s–GL1_s)
        =(GRL2_s–GRL1_s)–(GL2_s–GL1_s)
        =∆GRL_s–∆GL_s                                                             (Eq 2)

∆GRL_s =GRL2_s–∆GRL1_s=(GRL2_g+∆Gs_RL2)–(GRL1_g+∆Gs_RL1)
           =∆GRL_g+(∆Gs–RL2–∆Gs_RL1)=∆GRL_g+∆∆Gs_RL

           ≈∆GRL_g=∆ERL_g–T∆SRL_g

           ≈∆ERL_g=(ERL2_g–ERL1_g)                                            (Eq 4)

∆GL_s =GL2_s–GL1_s=(GL2_g+∆Gs_L2)–(GL1_g+∆Gs_L1)
           =∆GL_g+(∆Gs2–∆Gs1)=∆GL_g+∆∆Gs_L

           ≈∆ERL_g–T∆SRL_g+∆∆Gs_L

           ≈∆ERL_g+∆∆Gs=(ERL2_g–ERL1_g)+∆∆Gs_L                   (Eq 6)
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geometry optimization.  We optimized ligand geometry in the 
gas phase by adapting a Gaussian program with the hybrid 
density functional M06-2X at the basis set 6–31+G(d) level.  
As devised by Zhao and Truhlar, this DFT-D method incor-
porates the empirical dispersion interaction model and was 
shown to be suitable for noncovalent interaction studies when 
combined with this basis set[19–21].  For complex models, quan-
tum chemistry calculation would create demands on com-
putational power beyond our capabilities.  We thus utilized 
PM7, one of the most accurate semi-empirical methods imple-
mented in the MOPAC2012 program[22], to optimize complex 
geometries in the models by fixing the position of each heavy 
atom in the protein residues.  The Gaussian program was then 
used to calculate the single point gas phase energy for the 
optimized complex, employing the hybrid density functional 
M06-2X at the basis set 6–31+G(d) level.  It was necessary to 
account for the solvation free energies of ligands in aqueous 
media to determine the free energy differences between ligand 
pairs.  Previous studies from Truhlar et al suggested that SMD, 
a continuum mean-field solvent model, could be used to treat 
the solute’s electronic structure and its self-consistent field 
polarization by the solvent[23].  Combining this method with 
M06-2X at basis set 6–31+G(d), the predicted solvation free 
energy was found to have a mean unsigned error of only 1.9 
kcal/mol.  The SMD solvent model was then applied to calcu-
late solvation free energies for the optimized ligands.  Finally, 
differences in the free energy of binding were calculated for 
ligand pairs using Eq 3.  

The symmetry-adapted perturbation theory (SAPT), imple-
mented in the PSI4 program, was adopted for further analysis 
of the electrostatic, exchange, induction and dispersion forces 
involved in binding interactions[24–29].  After comparing the 
performance of many basis sets, the truncated aug-cc-PVDZ 
basis set was found to be accurate enough to give meaningful 
energy decompositions.  The mean unsigned error of this basis 
set was approximately 0.47 kcal/mol relative to the high level 
CCSD(T) CBS Limit interaction energies.  The interactions of 
four ligands with Arg-1208, Tyr-1230, Met-1211, and Asp-1222 
were analyzed using this method to obtain detailed informa-
tion about the energetic contributions of these residues to type 
I inhibitor binding.

Results and discussion
Probing the noncovalent interactions that determine the speci-
ficity of type I inhibitors of c-Met kinase is of primary impor-
tance for understanding the structure-activity relationships 
of such drugs.  Scrutinizing the binding site of c-Met kinase 
in the presence of 1 has revealed several fundamental inter-
actions that are involved in ligand binding.  The backbone 
amide group of Asp-1222 donates a hydrogen bond to the 
ligand nitrogen.  An aromatic residue, Tyr-1230, sits parallel 
to ligand aromatic rings and is typically thought to form face-
to-face π–π interactions.  The sulfur atom of Met-1211 lies only 
approximately 3.5 Å below the aromatic ring of 1.  This type of 
interaction is commonly referred to as a sulfur-π interaction.  
There is also a close interaction between the backbone car-

bonyl of Arg-1208 and the aromatic C–H of 1.  Among these 
interactions, only hydrogen bonding and π–π interactions are 
recognized by medicinal chemists as dominant factors for the 
development of c-Met inhibitors.  However, it can be argued 
that all neighboring protein residues play important roles in 
ligand binding interactions.  

To study these binding interactions, we synthesized three 
other ligands by varying the nitrogen atoms in the original 
triazolopyridazine scaffold (chemical syntheses of the model 
compounds and the method for the enzymatic assay are pro-
vided in the supporting material).  Biological assays revealed 
that these compounds have very different levels of activity 
against c-Met.  Ligand 1 is the most active compound among 
these model inhibitors, with an IC50 value of approximately 
48.1 nmol/L.  Surprisingly, if a nitrogen atom is moved from 
the 4 position to the 6 position (numbering as indicated in Fig-
ure 1), activity against c-Met is completely abrogated.  Ligand 
3 shows moderate potency, with an IC50 value of approxi-
mately 570.5 nmol/L.  Changing one of the nitrogen atoms to 
carbon (4) leads to an approximately threefold reduction in 
potency.  Although biological assays show the importance of 
the aromatic ring scaffold, it is difficult to discern which inter-
actions make significant contributions to binding.  Alterations 
to the aromatic ring scaffold will affect the overall electron 
density of the π system and charge distributions at specific 
positions, compounding the differential interactions with key 
residues lining the c-Met binding site.

Ligand conformations
To investigate the detailed mechanism of binding, we con-
structed four ligands based on the co-crystal structure of 
ligand 1 with c-Met (PDB accession code 3CCN) and subjected 
them to quantum chemistry calculations.  To calculate the 
energies of these four designed ligands, we initially mutated 
1 to generate three new ligands.  The four ligands were mini-
mized using the M06-2X/6–31+G(d) method.  As shown in 
Figure 3A, the minimized conformation of 1 is very similar to 
its conformation in the crystal structure, and the root mean 
squared deviation (RMSD) is only approximately 0.28 Å.  
Ligand 2 is structurally very similar to 1, as it features only 
a single atom change.  The minimized conformation of 2 is 
quite different from the conformation of 1 in the crystal struc-
ture, with an RMSD value of approximately 1.2 Å.  The other 
two ligands (3 and 4) show conformations very similar to 
that observed for 1, with RMSD values less than 0.8 Å.  Close 
inspection of the conformations revealed the most visible 
difference to be rotation of the phenol and benzene groups 
attached to the scaffold.  The crystal structure 3CCN shows 
that the N–N bonds in the fused 5-membered and 6-mem-
bered rings are both 1.2 Å.  After quantum chemistry minimi-
zation, however, these bonds become slightly longer.  The C–
N bond lengths in the fused 6-membered rings are generally 
approximately 1.3 Å, while the C–C bond lengths are approxi-
mately 1.4 Å, with some variations observed in 1 and 2.  These 
subtle differences in bond lengths cannot be expected from 
force field calculations and may affect charge distributions 
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over the fused rings.  
Due to the intensity of computational resources required 

for ab initio quantum chemistry calculations, we implemented 
the semi-quantum chemistry method PM7 in MOPAC2012 to 
optimize the complex structures and to obtain ligand confor-
mations in the c-Met binding site.  As stated in the Materials 
and methods section, we assume that the protein binding site 
is rigid and that only the hydrogen atoms of the protein and 
ligand are allowed to relax.  If no constraints are added in the 
optimizations, binding site residues may shift away, which 
may cause collisions with protein atoms excluded from the 
model.  As shown in Figure 3B, the ligands superimpose well 
in the c-Met binding site, with RMSD values less than 0.5 
Å.  Visible differences arise from the connection of the phe-
nyl group to the fused rings, which rotates the torsion angle 
slightly relative to the conformation seen in the crystal struc-
ture 3CCN.
 
Calculated free energy of models
The thermodynamic cycle method is an elegant means to 
calculate the difference in binding free energy between two 
ligands.  Equations 1–6 (listed in the Materials and methods 
section) can be adapted to cancel out several important factors, 
such as the configurational entropy and solvation free ener-
gies of protein-ligand complexes.  We did not include entropy 
in the current calculation due to the fact that the four ligands 
in the current study have only subtle differences between the 
fused rings, show good shape similarity, and contain the same 

three rotatable torsion angles.  It was anticipated that this 
simplification would not sacrifice accuracy in the calculations.  
Most configurational entropy calculations are also based on 
the harmonic approximation, which is far from perfect in 
accounting for the entire anharmonic nature associated with 
entropy calculations.  

No structural water is visible in the vicinity of the ligand 
binding site of c-Met in the co-crystal structure, indicating that 
the binding site is relatively deep in the interior of the protein.  
Based on the expectation that all ligands bind in positions 
very similar to those observed in the crystal structure, we 
assumed that the solvation free energies of the corresponding 
complexes are identical.  Therefore, the free energy difference 
of two complex models in solution can be substituted with the 
difference of their gas phase energies.  The calculated ∆∆G of 
two binding events can be determined from the free energy 
differences of ligand and complex pairs, as shown in Eq 2.  
This calculation also eliminates the consideration of basis set 
superposition error that commonly occurs in calculating the 
association energy of two molecules because we subtracted 
the energies of molecules of very similar size.

To investigate the binding free energy of these model sys-
tems, we calculated the gas phase energies of the optimized 
ligands and complexes (all energy values are listed in Table 
S1 of the supporting material).  The newly developed SMD 
method was used to obtain the solvation free energies of the 
ligands (all energy values are listed in Table S1 of the sup-
porting material).  The values of ∆∆G between analogs and 
1 were calculated and are listed in Table 2.  Ligand 4 has the 
highest solvation free energy in this series, which correlated 
with the fact that it has one less nitrogen atom than the others 
and is thus more hydrophobic.  Interestingly, 3 has the lowest 
solvation free energy, which may be due to the presence of a 
more solvent-exposed nitrogen at the 7 position of the fused 
ring.  From Table 2, it was found that the calculated ∆∆G val-
ues qualitatively match with affinities from the binding assay.  
Ligand 2 has the largest difference in binding free energy (6.58 
kcal/mol) compared with 1, followed by 4 (4.12 kcal/mol) and 
3 (3.73 kcal/mol).  

To better account for the contribution of each residue, we 
constructed four derived models for each ligand by delet-
ing each contacted residue in turn from the full model, as 

Table 2.  Differences of calculated free energy between modelsa (energy 
unit: kcal/mol).

                                           Ligand 1       Ligand 2       Ligand 3       Ligand 4
 
∆GL_solvation           	 -18.31	 -18.40	 -20.23	 -16.36
Full Model ∆∆G	     0.0	 6.58	 3.73	 4.12
No Arg-1208 ∆∆G	     0.0	 0.18	 4.14	 2.17
No Tyr-1230 ∆∆G	     0.0	 7.67	 3.28	 3.77
No Met-1211 ∆∆G	     0.0	 7.48	 4.05	 3.85
No Asp-1222 ∆∆G	     0.0	 5.70	 2.54	 3.50

a The value of free energy difference is obtained by using the models 
containing ligand 1 as reference.

Figure 3.  (A) Superposition of optimized ligand structures.  (B) Superposi-
tion of optimized complex structures.
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described in the Materials and methods section.  In the four 
complex models of ligands bound to the binding site lacking 
Arg-1208, we used 1 as the reference and calculated the ∆∆G 
values of the other three analogs.  The free energy gap between 
2 and 1 was reduced dramatically.  Ligand 2 has nearly the 
same free energy of binding as 1 in this model (∆∆G=0.18 
kcal/mol).  This finding suggests that Arg-1208 makes much 
weaker interactions with 2 than with 1, resulting in a large 
difference of free energy in the full binding sites models.  
Ligand 4 showed similarly unfavorable interactions with Arg-
1208, and the value of ∆∆G was decreased by approximately 2  
kcal/mol.  The free energy gap for 3 was slightly larger than 
that in the full model (from 3.73 kcal/mol to 4.14 kcal/mol), 
indicating favorable interactions between Arg-1208 and 3.  For 
tall models lacking Tyr-1230, the free energy gap between 1 
and 2 was found to be larger than in the full model.  This find-
ing suggests that 2 exhibits more favorable interactions with 
Tyr-1230.  This finding runs counter to the common view that 
moving the nitrogen atom from the 4 position to the 6 position 
attenuates π–π interactions with Tyr-1230 and reduces bind-
ing affinity.  The models lacking Met-1211 similarly suggest 
that 2 exhibits favorable interactions with Met-1211, with an 
increased energy difference of approximately 0.9 kcal/mol 
found in these models.  The ∆∆G calculations on the four mod-
els lacking Asp-1222 showed no significant changes in the free 
energy gap with respect to the full model, and the most notice-
able change was found for 3 (an increase of 1.2 kcal/mol).  

Taken together, these calculations indicate that the loss of 
c-Met activity shown by 2 is not due to decreased π–π interac-
tion with Tyr-1230 or π-S interaction with Met-1211.  More 
likely, the reduced potency can be traced to a weaker interac-
tion with Arg-1208 as compared with that seen for 1.  It should 
be noted that the decreased free energy gap for a specific 
ligand in a particular missing residue model does not defini-
tively imply unfavorable interactions between the ligand and 
the missing residue.  It only indicates that the deleted residue 
shows weaker interactions with the analog ligand relative to 1.  
The energies of the complexes of 3 with the binding sites lack-
ing Tyr-1230 and Asp-1222 indicated that this ligand has weak 
π–π interactions with Tyr-1230 and weak hydrogen bonding 
interactions with Asp-1222.  It is clear that Arg-1208 is the 
major contributor to unfavorable interactions with 4, although 
each of the other three residues also contributes unfavorable 
interactions.

Energy decomposition
Many factors contribute to noncovalent interactions in nature.  
A common classification scheme divides the energies between 
electrostatic, exchange, induction and dispersion interactions.  
Electrostatic effects represent the classic coulombic electro-
static energy; the exchange term is derived from the principle 
of antisymmetry of wave functions; and the induction and 
dispersion forces are rooted in the multipolar interactions 
between two molecules and whether they are permanent or 
instantaneous, respectively.  To further study the mechanism 
by which inhibitors bind to c-Met, the interaction energy 

components were decomposed using the SAPT method 
implemented in PSI4 software.  Of the four key binding site 
residues, Tyr-1230 has the lowest interaction energy (-10.61  
kcal/mol, Table 3) with 1, indicating that interaction with Tyr-
1230 is a predominant factor for binding.  Interaction with 
Asp-1222 is the second-most significant contributor to binding 
(-9.49 kcal/mol).  The other two residues also interact favor-
ably with 1 but play less important roles in binding.  

Interactions between 2 and Arg-1208 are clearly unfavor-
able, with a positive interaction energy of approximately 0.64 
kcal/mol.  The interactions of 2 with Tyr-1230 and Met-1211 
are slightly more favorable than the corresponding interac-
tions of 1.  The interaction between 2 and Asp-1222 is weaker 
than the interaction between 1 and Asp-1222.  These effects are 
also reflected in the free energy calculations described in the 
previous section.  These results collectively demonstrate that 
the reduced potency of 2 is mainly due to unfavorable interac-
tions with Arg-1208.  As shown in Table 3, the energy decom-
position calculations show that this behavior is due mainly 
to a repulsive electrostatic interaction between Arg-1208 and 
2.  Ligand 1 features a C–H moiety at the 6 position that bears 
positive electrostatic potential, whereas the carbon atom has 
been changed to nitrogen in 2.  This change carries with it a 
negative charge density, which in turn perturbs the interac-
tion with the backbone carbonyl of Arg-1208.  This finding is 

Table 3.  The results of SAPT calculations (energy unit: kcal/mol).

 	                          Ligand 1        Ligand 2        Ligand 3       Ligand 4
 
Arg-1208	   -6.73	    0.64	   -7.08	   -4.41
Electrostatics	   -8.09	    0.43	   -8.20	   -6.39
Exchange	    9.12	    6.02	    8.52	    9.55
Induction	   -3.12	   -1.80	   -2.93	   -2.84
Dispersion	   -4.64	   -4.02	   -4.47	   -4.74
				  
Tyr-1230	 -10.61	 -11.22	   -9.64	   -9.56
Electrostatics	   -4.90	   -5.08	   -3.80	   -3.57
Exchange	    7.87	    6.35	    7.60	    8.11
Induction	   -0.94	   -0.91	   -0.96	   -0.95
Dispersion	 -12.65	 -11.59	 -12.47	 -13.15
				  
Met-1211	   -6.65	   -7.06	   -7.16	   -6.29
Electrostatics	   -4.94	   -6.38	   -6.88	   -4.98
Exchange	  11.93	  13.68	  14.28	  12.43
Induction	   -1.34	   -1.40	   -1.58	   -1.42
Dispersion	 -12.19	 -12.97	 -12.99	 -12.32
				  
Asp-1222	   -9.49	   -8.44	 -8.54	   -8.85
Electrostatics	 -11.84	 -10.23	 -10.79	 -11.36
Exchange	  10.37	    8.71	  10.17	  10.28
Induction	   -3.65	   -3.05	   -3.69	   -3.50
Dispersion	   -4.37	   -3.88	   -4.24	   -4.26
				  
Total SAPT energy	 -33.48	 -26.08	 -32.42	 -29.11
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very important for the design of future c-Met inhibitors.  We 
surveyed the literature for c-Met inhibitors containing nitro-
gen atoms at this position and noted that several compounds 
bearing a nitrogen atom at that position were reported by Ye 
et al.  These compounds did indeed display much lower activ-
ity than compounds containing CH at that position[30].  

Ligand 3 shows moderate potency against c-Met kinase.  It 
is apparent from the SAPT calculations that, in terms of bind-
ing interaction energies, 3 is the most similar of the three ana-
logs to 1.  The interaction between Tyr-1230 and 3 is weaker 
than the corresponding interaction with 1 by approximately 1  
kcal/mol.  A similar situation is observed for the interactions 
with Asp-1222.  Ligand 1 is approximately ten fold more 
potent than 3 in enzymatic assays, which is a difference of 1.36 
kcal/mol when expressed in terms of binding free energy.  
This result is consistent with the SAPT calculations that 
revealed a similar energy gap.  Ligand 4 shows inferior inter-
actions with all four residues in the c-Met binding site relative 
to 1.  This result also reflects the experimental data trend for 
inhibitor binding affinities.  As was seen for 2, the interac-
tion between Arg-1208 and 4 shows a difference of more than 
2 kcal/mol relative to 1, indicating that weaker electrostatic 
interactions account for most of the difference in binding free 
energy.  

The SAPT calculation shows that the total interaction energy 
of 1 with the four residues in the c-Met binding site is -33.48 
kcal/mol.  Among the analogs, 2 shows the largest energy 
gap (7.4 kcal/mol) with respect to 1.  Ligand 3 binds with an 
affinity only 1.06 kcal/mol less favorable than that of 1, fol-
lowed by 4, with a difference of 4.37 kcal/mol.  Although 
the energy difference does not correlate linearly with the free 
energy calculated from the M06-2X method, this method does 
rank the ligands in proper order with respect to their experi-
mental binding affinities.  Although these two quantum chem-
istry studies are very different, the similar results obtained 
from two theoretical methods reinforce the rationality of our 
hypothesis on the mechanism by which type I inhibitors inter-
act with c-Met.  These results clearly show that Tyr-1230 and 
Asp-1222 are the most important active site residues for bind-
ing to all three active inhibitors.  The presence of Met-1211 
below the fused aromatic rings not only constrains the inhibi-
tor but also contributes favorably to binding interactions.  For 
some type I c-Met inhibitors, exemplified by the ligand 2, 
Arg-1208 is the residue that determines binding.  This factor 
deserves additional consideration from medicinal chemists.

π–π Interaction, sulfur-π interaction, and hydrogen bonding 
interaction
The binding of a type I inhibitor to c-Met kinase provides 
a model system for several important noncovalent interac-
tions that occur commonly in drug design.  These include π–
π interactions, hydrogen bonding interactions, and sulfur-π 
interactions.  The face-to-face π interaction has been studied 
by many researchers, and currently, three mechanisms exist to 
explain the nature of this type of interaction.  In 1990, Hunter 
and Sanders proposed a simple electrostatic model to account 

for π–π stacking interactions[31], which stated that although 
dispersion interactions contribute significantly to π–π interac-
tions, electrostatic energy predicts substituent effects.  As a 
consequence of the Hunter-Sander model, an electron-deficit 
π system would show favorable interactions with an electron-
rich or benzene π system.  This model was disputed by Sher-
rill and co-workers, as they found that both electron-donating 
substituents and electron-withdrawing substituents stabilize 
the benzene sandwich dimer[32–35].  The studies conducted by 
Sherrill et al led them to conclude that differential dispersion 
effects can dominate substituent effects in π–π stacking as 
well.  The model combining dispersion and electrostatics may 
better reflect the nature of π–π interactions.  Recently, several 
groups have identified substituent effects that can be corre-
lated to the Hammett σm parameters[15, 32, 36].  This ultimately 
led to the proposal of a local direct interaction model for π–
π stacking[37, 38].  Based on this model, substituent effects can 
be explained solely by interactions between the local dipole 
associated with the substituent and the nearby local dipoles 
of the other ring.  In the present study, we have synthesized 
inhibitors containing four different fused rings.  It was found 
from SAPT calculations that these rings exhibit similar ener-
gies for their π–π interactions with Tyr-1230.  Although the 
energy decomposition calculation demonstrates that disper-
sion energy is the dominant factor in the π–π interaction, it 
is interesting that the electrostatic energy correlates well to 
the overall SAPT interaction energy of Tyr-1230 (Figure 4).  
The sum of the exchange energies and dispersion energies 
are nearly equal in all four models.  As most previous stud-
ies have focused on substituent effects, the calculation shown 
here indicates that the heterocycle π–π interactions are also 
predictable using the electrostatic model.  Because the fused 
aromatic rings in the present study are difficult to decompose 
into local electrostatic contributions, it remains to be deter-
mined whether the local direct model is suitable for such sys-
tems.

Figure 4.  The plot of energy decomposition from SAPT calculations of 
Tyr-1230 with four ligands (energy units: kcal/mol).
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The sulfur-π interaction occurs less commonly in protein-
ligand systems than does the well-known π–π interaction[39–41].  
Met-1211 interacts with the inhibitors described in this study, 
which may provide some clues about the nature of this type of 
interaction.  As shown by the energy decomposition calcula-
tion, sulfur-π interactions are very similar to π–π interactions 
and are dominated by the dispersion energy.  The distinct dif-
ference between these two types of interactions is found in the 
exchange energy.  The exchange energy in sulfur-π interac-
tions is larger than in π–π interactions, which may stem from 
the high polarizability of the sulfur atom.  The electrostatic 
repulsion between a sulfur atom and a π system is therefore 
large.  

The SAPT calculations clearly indicated that the main fac-
tor determining hydrogen bonding is rooted in electrostatic 
interaction.  The dispersion energy associated with hydrogen 
bonding is considerably weaker than that in a π–π interac-
tion, and its contribution is only approximately half that of 
electrostatic energy.  Interestingly, the pattern of interactions 
between Arg-1208 and the ligands is very similar to the hydro-
gen bonding interaction.  This similarity reinforces the impor-
tance of a hydrogen atom at the 6-position of the fused ring.

Conclusion
To decipher the interaction mechanism by which type I inhibi-
tors bind to c-Met kinase, we synthesized four ligands that 
differ only in the nature of the fused ring.  We ranked the 
relative activities of these inhibitors experimentally using an 
enzymatic inhibition assay.  By adapting quantum chemistry 
calculations and the SAPT energy decomposition method, we 
found that the theoretical binding energies correlated well 
with the experimental binding affinities.  The qualitative con-
sistencies of these studies enable us to speculate on the mecha-
nism of the binding interaction.  

It was found that the predominant driving force for bind-
ing is derived from a sandwich π–π interaction with Tyr-1230.  
However, Arg-1208 is the differentiating factor, interacting 
with the 6-position of the fused aromatic ring system through 
the backbone carbonyl with a force pattern similar to hydro-
gen bonding.  Therefore, a hydrogen atom must be attached at 
the 6-position, and changing the carbon atom to nitrogen will 
cause unfavorable electrostatic interactions.  In summary, the 
present study not only can help medicinal chemists explain 
and explore the structure-activity relationships of type I c-Met 
kinase inhibitors but also may enable a deeper understanding 
of the fundamental intermolecular forces associated with typi-
cal protein-ligand interactions.
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