L T

/

1\

=y

CrossMark
& click for updates

Automatic ultrarapid activation and inhibition of
cortical motor systems in spoken word comprehension

Yury Shtyrov®*<', Anna Butorina®, Anastasia Nikolaeva®, and Tatiana Stroganova®

2MINDLab - Center of Functionally Integrative Neuroscience, Institute for Clinical Medicine, Aarhus University, 8000 Aarhus C, Denmark; PCentre for
Languages and Literature, Lund University, 221 00 Lund, Sweden; “Faculty of Psychology, Higher School of Economics, Moscow 101000, Russia; and “Moscow
MEG Center, Moscow State University for Psychology and Education, Moscow 123290, Russia

Edited by Michael I. Posner, University of Oregon, Eugene, OR, and approved March 25, 2014 (received for review December 12, 2013)

To address the hotly debated question of motor system involve-
ment in language comprehension, we recorded neuromagnetic
responses elicited in the human brain by unattended action-
related spoken verbs and nouns and scrutinized their timecourse
and neuroanatomical substrates. We found that already very early
on, from ~80 ms after disambiguation point when the words could
be identified from the available acoustic information, both verbs
and nouns produced characteristic somatotopic activations in the
motor strip, with words related to different body parts activating
the corresponding body representations. Strikingly, along with
this category-specific activation, we observed suppression of motor-
cortex activation by competitor words with incompatible seman-
tics, documenting operation of the neurophysiological principles
of lateral/surround inhibition in neural word processing. The ex-
tremely early onset of these activations and deactivations, their
emergence in the absence of attention, and their similar presence
for words of different lexical classes strongly suggest automatic
involvement of motor-specific circuits in the perception of action-
related language.

embodied cognition | lexical semantics | magnetoencephalography |
MEG | mismatch negativity

he old debate on localization of cognitive functions in the

brain was recently reinvigorated with the advent of a concept
of mirror neurons and a closely related framework of grounded
cognition (1-8). The mirror neuron theory stemmed from a
seminal discovery of neurons that activate equally when a spe-
cific action is performed by the tested individual or when ob-
serving the same action performed by others, giving a strong
neurophysiological proof for the concept of comprehension and
learning through simulation (for a review, see ref. 1). This is
enabled by the presence of perception-action circuits in the brain
that can provide motor areas with multimodal sensory infor-
mation (2). An array of findings in mirror neuron and related
research strongly suggest that the motor system is not merely a
“slave” or an “output” of any central processing, but that it also
takes an active role in perception and comprehension of external
events. In cognitive science, which had suggested the emergence
of concepts from individual experiences long before these neu-
rophysiological discoveries (3-5), a similar strand of research led
to a more general framework of “grounding” (or “embodiment”)
of cognitive functions and representations in bodily sensations
and actions, which was supported through a range of behavioral
and neurophysiological experiments (6-8).

Nowhere these approaches resonated more than in the neuro-
science of language. Following breakthrough neurological studies
of the 19th century (9, 10), the human language function was for
many decades confined to a small set of cortical areas in the left
hemisphere. More recent research, however, challenged these
views in favor of linguistic representations distributed over a ran-
ge of brain areas, which span beyond the core language cortices
of Broca and Wernicke and form circuits whose configuration
depends on the exact sensory and motor reference of a specific
representation (11). Based on neurobiological principle of as-
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sociative learning, coactive neurons become linked in a distributed
neuronal circuit that is formed in the process of language ac-
quisition and that may, for example, bind the information of the
word’s sensory perception (temporal cortex) with its articulatory
program (inferior-frontal cortex) and a sensory reference (e.g.,
visual cortex for imageable concrete objects) and/or a motor one
(e.g., motor cortex for words describing actions). The cortical sys-
tems for language and actions are reciprocally connected allowing
for language and action-related information to interact in such
distributed neuronal assemblies. It has been shown, for example,
that words referring to different body parts (e.g., kick, pick, lick)
lead to differential activation in the motor strip (12, 13), organized
in somatotopic fashion similar to the somatotopy of body repre-
sentations (14). Further, even perception of individual speech
sounds (e.g., labial “p” vs. dental “t”) leads to differential motor
strip activity in lip and tongue areas, respectively (15), in line with
predictions of the motor theory of speech developed long before
the advent of neuroimaging or the discovery of mirror neurons (16).

These views are, however, hotly contested in the literature, the
most common argument being that the motor activation for lan-
guage or action observation is epiphenomenal and does not
constitute a part of the comprehension process per se (17, 18).
This argument is especially easy to make with respect to hemody-
namic neuroimaging data (such as functional magnetic resonance
imaging, fMRI) that have very poor time resolution and, hence,
delayed covert action simulation or imagery indeed cannot be ex-
cluded. It is, however, more difficult to argue against a small but
growing body of time-resolved electro- and magneto-encephalog-
prahic (EEG, MEG) results that show a rapid (~140-200 ms)
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activation of motor areas in response to action words (13, 19-21).
With different theories of language, diverse as they may be,
placing lexically and semantically specific processing at 150-
500 ms and most often at 350-400 ms (22), it may be hard to
argue that word-specific activations before 200 ms reflect a late
postcomprehension process.

However, most recent investigations suggested that the earli-
est brain reflections of lexical access can be seen much earlier,
already at 50-80 ms (23). This earliness, in turn, may indicate
that the speed of language processing in the brain is faster than
believed previously and that even the 150- to 200-ms activations
may therefore be late and possibly even secondary. Importantly,
previous research focused on the main peaks of event-related
responses, possibly failing to locate a specific activation outside
these peak intervals. Further, the earlier focus of research on
action-related verbs may have confounded the results because
verbs had been suggested to be preferentially represented in the
more frontal cortices (24-26). In a typical experiment using
English language, it is not possible to fully differentiate a verb
from a noun (e.g., “pick” could be both interpreted as the action
of picking or the object of choice); although some recent work
tried addressing this confound (e.g., refs. 27 and 28), it did not
have the temporal resolution to answer the neural timing ques-
tion. Finally, although fMRI studies controlled the localization
of motor cortices through a motor localizer task (12), previous
EEG/MEG studies suggesting rapid motor systems involvement
in comprehension mainly used a crude localization of brain ac-
tivity relying on blurry source solutions built on template brain

surfaces or even spherical models, usually in the absence of a
localizer task.

Thus, to more fully elucidate the role of motor circuits in
language perception, it appears essential to (i) scrutinize the
entire time course of action word processing in the brain rather
than concentrate on response maxima, (ii) use experimental
language where verbs and nouns are unambiguously distin-
guished to investigate perception of action words that are/are not
verbs, (iii) remove stimulus-related experimental task and even
attention on stimuli to minimize the risk on imagery or simula-
tion, and (iv) use time-resolved electrophysiological imaging
techniques in combination with a motor localizer task and in-
dividual brain surfaces for source localization precision. These
challenges were successfully tackled in the current study. We
used high-density magentoencephalography to record auditory
mismatch field responses, a neurophysiological index of linguistic
memory circuit activation (29), elicited by a set of tightly con-
trolled Russian action-related verbs and nouns, which were re-
lated to different body parts (kick, throw, swallow) and which the
subjects were instructed to ignore while concentrating on a pri-
mary visual task. We then scrutinized motor cortex activity in
response to these items by means of calculating focal cortical
current sources based on individual magnetic resonance (MR) im-
ages, comparing them between different semantic subcategories
and benchmarking them against a movement-related cortical
activity as such. What we found is somatotopically specific ul-
trarapid activation of cortical motor structures in response to
passively presented spoken words, providing strong evidence for
the automatic involvement of motor-specific circuits in spoken
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Fig. 1.

Semantically specific activation of somatotopically organized areas in the left motor cortex in response to different action words. (Lower Center)

Motor areas with significantly increased for foot (yellow), hand (red), and mouth (blue) words. (Upper and Right) Dynamics of MNE source amplitudes of
neuromagnetic mismatch response (mean over ROI) in foot, hand, and face ROIs suggested a characteristic increase for both nouns and verbs of the three
semantic categories that near-instantaneously followed the word disambiguation point, was specific to the referential body semantics of each stimulus and
took place early on after word disambiguation; vertical bars indicate significant differences between semantic categories. (Lower Left) Comparison of hand-
movement source activation with that elicited by listening to hand-related words. Note almost identical premotor activity but not the motor cortex one.
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language comprehension. Furthermore, these results show that
the word comprehension process in the brain is subject to the
operation of the neurophysiological mechanism of surround in-
hibition, whereby activation in competing motor representations
could be suppressed by semantically incoherent verbal input.

Results

Motor localizer task produced significant activation for finger
movements in lateral central and precentral sulci, which could be
attributed to hand representations in the primary motor and
premotor cortices, respectively, in line with the known functional
organization of the motor cortex (Fig. 1, Left). All spoken stimuli
elicited clear event-related fields (ERFs), based on which in-
dividual cortical source solutions could be successfully calculated.
Contrasting the mismatch-response source activations elicited
by different action word types in the motor cortex resulted in
three significant clusters that were located for the most part
anterior to the central sulcus, falling mainly in precentral gyrus
and sulcus (Fig. 1, Center). Importantly, spatial distribution of
these areas showed a clear divergence between different word
types: dorso-medial location for the leg stimuli; more lateral
distribution for the hand stimuli; and, posterior-ventrally to
the latter, activation specific for the face words. Remarkably, the
hand-dominant word area almost precisely corresponded to the
activation elicited by the hand localizer task in the premotor
cortex but did not include the primary motor component seen in
the localizer (Fig. 1, Left).

Further statistical investigation of the source activation time
course in these regions (Fig. 1) confirmed their specificity for the
words’ semantics and revealed temporal windows in which body
part-specific areas are first activated somatotopically by action
words. For the hand-, leg-, and face-related action words of both
lexical categories (verbs and nouns) the selective somatotopic
motor cortex response at the respective regions of interest (ROI)
occurred approximately at the same time, approximately 80-130
ms after the disambiguation point, with small latency divergence
in maximal amplitude of this effect: 90-100 ms (hand), 85-95 ms
(leg), and 115-125 ms (face). The strong dependency of this
response on action words semantics but not on the lexical cate-
gory was further confirmed by analyses of variance of the stan-
dardized minimum-norm estimate (MNE) values integrated
across response intervals. ANOVA showed significant inter-
action ROI x semantic category (F4, g9y = 4.8, P < 0.002) and no
significant main effect or interaction involving the lexical class
factor (verb vs. noun). Thus, overall activation patterns in the

three regions appear to diverge between the three semantic
categories. Remarkably, although verbs and nouns were acous-
tically rather distinct (with more auditory similarity within each
lexical class than within semantic category), no verb-noun dif-
ferences could be found in the word-specific motor cortex ac-
tivity. The latter allowed us to pool verb and noun responses
together for further analyses. For these pooled activations, in the
“hand” region, the hand-related words had higher maximum
response amplitude than both leg-related (F(i20) = 7.47, P <
0.012) and face-related (F; 29y = 7.34, P < 0.014) words, whereas
in the “leg” region, the leg-related words produced greater re-
sponse amplitude comparing to both hand- (F(; 29 = 6.92; P <
0.017) and face-related (F; 20y = 5.90; P < 0.025) stimuli, and in
the “face” region, response amplitude for the face-related words
was greater than that for both hand- (F 9y = 4.35; P = 0.050)
and leg-related (F(20) = 4.61; P = 0.044) words. Within each
ROL no significant differences were found between responses
to words belonging to semantic categories not specific to the
ROI (e.g., no face-hand difference in the leg region, etc.; all F
values < 0.25; all P values > 0.6). As evident from the ROI ac-
tivation timecourses, the differential responses for semantic sub-
categories were underlain not only by increased activation for
the “region-specific” words, but also by deactivation for words
with “region-incompatible” semantics (e.g., for leg words a
maximum found in the “leg area” was accompanied by negative
extrema in both hand and face regions). Fig. 2 demonstrates this
effect and corresponding statistical effects most clearly by con-
trasting activations for the region-specific and region-unspecific
action words, pooled across all words and regions. Whereas the
mean activation peak for the region-specific words was most
prominent at ~80 ms, the deactivation appeared most pronounced
somewhat later, at ~120 ms.

Discussion

To explore the nature of motor cortex involvement in action
word comprehension, we recorded automatic neuromagnetic brain
responses to psycholinguistically and acoustically controlled verbs
and nouns related to different body parts, which were presented
in a nonattend passive auditory oddball paradigm, and scrutinized
sources of motor cortex activation for these items by using in-
dividual neuroanatomical constraints and an unbiased distributed
current estimates approach to source reconstruction. We found
distinct somatopically organized precentral activations that took
place early, were accompanied by deactivations in semantically

Fig. 2. Semantically specific activation and de-
activation of the motor neocortex by action-related
words. (Left) ROl-mean peak source activity (z-score

normalized for optimal comparison between areas)
shows clearly enhanced amplitude for the three word
types in each motor ROI. (Right) Pooled source dy-
namics for activity generated by verbs and nouns in
their semantically-specific ROIs as opposed to se-

mantically incongruous ones; vertical bars indicate
significant differences. Note not only the early in-
crease of semantic activation for region-specific words
starts ~80 ms after word disambiguation point but also
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semantics that is maximal slightly later (~120 ms).
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incongruous motor regions, and demonstrated the same patterns for
verb and noun stimuli. We will briefly consider these findings below.

Specificity of motor cortex activation to words of different
types, namely the dorso-lateral distribution of activity for leg-,
hand-, and face-related words closely matching the well-known
motor cortex somatotopy (14), is in line with the theoretical
premises of grounding of cognitive functions in modality-specific
experiences and neural structures (6-8, 11). This view was sup-
ported by temporally imprecise fMRI data (12) that could not
rule out postcomprehension origins of these phenomena and by
MEG and EEG activations at 150-200 ms in studies using limited
spatial resolution and imperfect source reconstruction techniques
(13, 19, 21). What we report here, however, is an MEG inves-
tigation of spoken action words using individual MR-based neu-
roanatomical boundary-element models that subjected motor-
cortex current source space to previously unattained scrutiny,
further improved by using activation in a motor localizer task as a
functional-anatomical landmark. The result, obtained without any
stimulus-related task with attention withdrawn from the spoken
input to an unrelated primary visual task, is an early (starting from
~80 ms after word disambiguation point) somatotopically specific
activation of premotor cortex for different subcategories of action
words. This activation was seen here in the form of the mismatch
field response, an established index of lexical memory-trace acti-
vation in the brain (29-31), indicating an ultra-rapid ignition of
word-specific memory circuits which include category-specific
motor-cortex neurons. The earliness of this semantic response
makes it near-parallel to the earliest neural signature of lexical
access available to date (~50-80 ms; ref. 23) and, along with the
automatic fashion of its generation, largely excludes a possibility of
it being a sign of any secondary, postcomprehension phenomena
such as imagery or action simulation. Instead, this result clearly
supports the view that memory traces for individual words may
encompass a variety of structures, including modality-specific ones
outside the core language areas. These circuits are likely formed
through associative learning, involving auditory-motor speech ex-
perience in conjunction with actions, objects, or concepts defined
by particular words, and take shape of robustly interconnected
distributed neuronal assemblies capable of ultrarapid automatic
activation whenever the respective stimulus is present at the
input (32-34).

A further advance of this study, in contrast with the majority of
previous investigations, is a simultaneous use of lexically un-
ambiguous verbs and nouns. Despite clear acoustic differences
between these stimuli, nouns and verbs did not differ in the
motor-cortex activation pattern they elicited. This rules out the
possibility that the previously reported specificity of motor cor-
tex activation for action words is an epiphenomenon of the
earlier suggested frontal cortex specialization for verbs (24-26).
With most action-word vocabulary being verbs, this criticism
could be made in relation to studies using e.g., single words of
the English language (where lexical class cannot be unam-
biguously established). The current study, however, is immune
to such critique, given the morphologically and acoustically dis-
tinct forms taken on by words of different lexical classes in Sla-
vonic languages such as Russian. Despite these surface form
differences, MEG activations did not demonstrate any statisti-
cally significant divergence between verbs and nouns in the
motor strip while showing clear semantic-category distinctions.
This implies similar modality-grounded mechanisms of lexico-
semantic representation formation operating in the human brain
for different lexical classes. This result is in line with a recent
fMRI study comparing English action nouns and verbs, which
used additional words for lexical disambiguation (28), as well as
with recent behavioral and TMS results indicating motor cortex
role in noun processing (27, 35). Importantly, while fMRI and
behavioral approaches lack the temporal resolution to address
the timing of motor cortex involvement, the current MEG study
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shows its near-instant character. This study is also the first neu-
roimaging demonstration of motor-cortex involvements in lang-
uage comprehension using a Slavonic language, which adds to the
already available evidence from other languages, further support-
ing the universal nature of this phenomenon.

Given the notable differences between the verb and noun
stimuli in terms of their acoustic structures and the similarity of
the motor-cortex activation, it is highly unlikely that the elicited
motor somatotopy here can be a by-product of purely acoustic
differences between the stimuli. This is made even less likely by
the rigorous control over the stimulus acoustic features within
each set (see Methods). The word stimuli were all frequent words
of Russian well-known to all volunteers. Still, even if there were
any lexical frequency-driven effects, they have been shown to
influence the response amplitude in core language areas in
similar paradigms (36, 37), but are not known and not predicted
to elicit somatotopic distinctions in the motor strip.

Anatomically, our findings predominantly originated from left
precentral cortical structures. This was most strikingly evident
in a comparison between word-elicited activity and the motor
localizer task. While the latter clearly identified both central and
precentral sources, only the more anterior sources were found in
the word condition, testifying to the involvement of premotor - but
not primary motor - cortex in language comprehension. While
primary cortex activation in itself cannot be ruled out, given the
limited spatial resolution of MEG and the relatively small word-
elicited activations in comparison with strong movement-related
neural firing, we note that this is compatible with previous fMRI
data that showed predominantly premotor word-elicited BOLD
activation (12), as well as with data on multisensory inputs to
the motor cortex being mainly concentrated in the premotor
areas (e.g., 2). Further neurophysiological investigations, ideally
using direct recordings from the human neocortex, are necessary
to resolve the question of rapid automatic involvement of primary
motor areas in action language comprehension.

Naturally, the grounded/embodied perspective on language
processing is not limited to motor involvement. Depending on
the exact referential semantics, other cortical areas have been
shown to be involved in language comprehension, e.g., olfactory
areas for smell-related words (38), auditory cortices for sound-
related ones (39), or occipito-temporal areas for visual object
words (40), albeit not nearly as early and automatically as we
suggest here. This category-specific activation accompanies (and
can sometimes be seen as following) activity in temporo-frontal
core language areas, the latter potentially reflecting lexico-
semantic processing common to different word types (41). Future
studies could investigate whether other modality-specific areas
are recruited as rapidly as what we show here for the motor strip
and address the exact time course of both generic and specific
lexico-semantic activations by combining different word types in
a single study and scrutinizing neural activations in the same way
as we have done here.

A remarkable finding in the current study is that of concurrent
activation suppression in those motor regions whose somatotopic
specificity is incompatible with the presented word semantics.
Inhibition effects related to action words with incongruous se-
mantics are well known from behavioral experiments, including
detailed investigations of interference and facilitation between
effector movement dynamics and action word processing (42—
45). These studies showed specific effects of, for example, hand
movements by study participants on memory for hand-related
words or on processing of action-related sentences, implying
causal relationship between activity of the sensorimotor system
and semantic processing of action-related language (46).

However, the current study is, to our knowledge, the first
demonstration of the operation of inhibitory mechanisms in early
neurophysiological motor-system activity underlying word com-
prehension per se. Suppression of excitability in an area interfering
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with an activated neural network is a physiological mechanism
that focuses neuronal activity and helps to select only the ap-
propriate neuronal response. This principle is known as the so-
called lateral inhibition for interactions between neighboring
neurons or as surround inhibition at the mass neuron-population
level. Such an inhibition of competing somatotopic neural rep-
resentations of body parts is an essential mechanism in the motor
system, where it can aid the selective execution of desired move-
ments (47-49). It may also serve for sharpening neuronal rep-
resentations of external events and improving their perceptual
discrimination (50), something that may be necessary for optimal
semantic discrimination of different action word types. The time
course of these deactivation processes appears to closely follow
the category-specific activation dynamics, with an onset at ap-
proximately 80 ms and a peak at ~120 ms, similarly testifying to
their rapid automatic character. Future studies could address the
exact mechanisms involved in neural inhibition between different
linguistic representations in more detail.

In sum, we find rapid automatic neural activation and sup-
pression occurring in the brain’s motor cortex in response to
spoken action words of different semantic subcategories. The
extremely early onset of these activations and deactivations, their
emergence in the absence of attention to stimuli, and their
similar presence for words of different lexical classes testify, in
our view, to automatic involvement of motor-specific circuits in
the perception of action-related language. Finally, future studies
appear necessary to further elucidate the role of primary vs.
secondary motor cortices in these processes, to confirm the
generalizability of the reported phenomena to other, ecologically
more valid paradigms and other semantic categories, as well as to
investigate in more detail possible interactions between automa-
ticity and top-down attentional control in generating these earliest
neurophysiological reflections of semantic word processing.

Methods

We chose Russian as a testing language as it has unambiguous distinctions
between different lexical classes. In three experimental blocks, we presented
21 healthy native Russian-speaking volunteers (right-handed, mean age
24.5, 8 females) with disyllabic action-related verbs and nouns: (/) hand-
related opocaii ([bra'saj], v., “throw/toss”) and 6pocox ([bra'sok], n., “a throw,”
i.e.,, act of throwing), (ii) leg/foot-related nunait ([pi'maj], v., “kick”) and
”UHOK([PJI"HOk], n., “a kick"), and (iii) face-related cnomail ([glA'taj], v., “swal-
low"”) and azomox ([glA'tok], n., “a sip”). Previous neurophysiological research
showed that activation of individual word memory traces may be recorded
in the form of a so-called mismatch negativity (MMN) response when lin-
guistic materials (typically a small group of acoustically controlled words, as
also done here) is presented passively in pseudorandom oddball sequences
(29). Notably, such representation-specific potentials are generated auto-
matically, in the absence of attention on the stimuli or stimulus-related
tasks (51). Therefore, the three types of stimuli were passively presented
in oddball nonattend conditions as rare unexpected (so-called “deviant”)
trials among acoustically similar but senseless frequent (“standard”) pseu-
doword stimuli: *6paceim [brA'stm], *nuneim [pinim], and *eramein [gIA'tim]
correspondingly. Each of the three blocks included 1,200 stimuli (80%
standards, 10% verbs, and 10% nouns with identical onsets), pseudor-
andomized and presented at a stimulus onset asynchrony jittered between
1,000 and 1,500 ms. The acoustic contrasts between the deviant and standard
stimuli were identical across all verbs ([aj] vs. [im] in the stimulus end) and
nouns ([ok] vs. [im]), which was achieved by cross-splicing the same endings
and stems in different combinations, thus ruling out acoustic confounds with-
in each stimulus type. All stimuli were matched for their length (452 ms),
fundamental frequency, and loudness, the critical physical/acoustic fea-
tures determining auditory evoked responses. Disambiguation point between
pseudoword/verb/noun occurred at 261 ms after onset in each condition. This
point was identical in all three stimulus groups, which was achieved by cross-
splicing stems and offsets, recorded separately to avoid coarticulation effects.
Word-recognition points were established in a separate behavioral gating
study as being 13-20 ms after the disambiguation point. The subjects were also
asked to rate the stimuli for meaningfulness, frequency of use, and relation to
the specific body part movements; these ratings confirmed the intended se-
mantic specificity of the stimuli. All word stimuli had above-zero lexical fre-
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quency (determined by using Russian National Corpus; www.ruscorpora.ru)
and were well-known to all experimental subjects who reported frequent use
of all items.

Whereas the stimuli were presented (Presentation 14.4, Neurobehavioral
Systems) via plastic ear tubes at 50 dB above individual hearing thresholds,
the participants, placed in an electromagnetically and acoustically insulated
booth, were asked to concentrate on watching a self-selected videofilm and
ignore the sounds. Their brain’s neuromagnetic activity was recorded (pass-
band 0.03-330 Hz, sampling rate 1 kHz) continuously by using 306-channel
MEG setup (Elekta Neuromag). To control for eye movements, vertical and
horizontal bipolar electrooculograms (EOG) were recorded. To track head po-
sition in the MEG helmet dewar, 4 head position identification (HPI) coils were
digitized together with fiducial points (using Fastrak 3D digitizer; Polhemus)
before recording and their position was continuously recorded throughout
the experiment.

Following the auditory stimulation session, motor localizer task was
performed: Subjects were asked to slightly move their right index finger while
their MEG was recorded. Approximately 120 self-paced movements (which
did not include touching a button or self-touch) were recorded through an
optical response box by using a laser light beam to register the motion onset
and record it synchronously with the MEG data. Because the hand motor area
is located laterally to the leg/foot one and somewhat dorsally of the head-
related cortex, it is best placed to serve as an anchor for determining the
motor cortex location. For this reason, and also because of time restrictions
and due to extensive MEG artifacts associated with head and foot move-
ments, face/head and foot localizers were omitted.

To minimize the contribution of magnetic sources from outside the head
and to reduce any artifacts, the data from the 306 sensors were processed
using the temporal extension of the Signal Space Separation method (SSS,
ref. 52) as implemented in MaxFilter 2.0 software (Elekta Neuromag): Static
bad channels were detected and excluded from subsequent processing steps,
and compensation was made for within-block head movements (as measured
by HPI coils). For compatibility between different experimental blocks, the
data were converted to standard head position (x =0 mm; y = 0 mm; z = 45
mm) across all blocks. Epochs from 50 ms before to 950 ms after the onset of
each stimulus were used for calculating ERFs for the different stimulus types by
using MNE Suite 2.6.0 software (Martinos Center for Biomedical Imaging).
Epochs with amplitude exceeding 3 x 107'° T/m (gradiometers), 12 x 107'° T
(magnetometers), or 150 pV (EOG) were discarded, which resulted in at least
110 artifact-free deviant epochs and 950 standard ones per block, that were
used for to calculate average event-related fields for each subject, condition,
and stimulus type.

High-resolution structural T1-weighted MRIs were acquired for each
participant by using a 1.5 T Toshiba ExcelArt Vantage scanner [repetition time
(TR) = 12 ms, echo time (TE) = 5 ms, flip angle = 20°, 160 sagittal slices, slice
thickness = 1.0 mm, voxel size = 1.0 x 1.0 x 1.0 mm?3]. Cortical matter was
segmented in the individual structural MRIs, and the estimated border
between gray and white matter was tessellated. Individual single-layer
boundary-element models were created for each participant by using wa-
tershed segmentation algorithms (FreeSurfer 4.3 software; Martinos Center
for Biomedical Imaging) to reconstruct the brain’s cortical gray matter sur-
face as a high-resolution triangularized mesh with 10,424 vertices in each
hemisphere. The surface was further “inflated” to unfold cortical sulci to
provide their optimal view. Further processing was performed by using the
MNE Suite 2.6.0 software. Cortical sources of the observed neuromagnetic
activity were estimated by using signals from all 306 sensors and L2 MNE
approach, which models the recorded magnetic field distribution with the
smallest amount of overall source activity (53, 54).

Magnetic MMN (MMNm, or mismatch field, MMF) response, a neural index
of experience-dependent memory traces, was calculated, separately for each
subject and deviant type, in the source space by subtracting the source strength
of standard response from the deviant one at each vertex. For the comparison
of MMNm source strength in the auditory and motor cortex, three cortical
regions were used based on the Desikan—Killiany parcellation of the cortical
surface as implemented in the FreeSurfer package (55). The left auditory re-
gion was delineated by anatomical labels of transverse gyrus and sulcus. The
left lateral motor and premotor cortex regions broadly covering motor rep-
resentations of hand and face muscles comprised standard anatomical labels
of central sulcus and precentral gyrus and sulcus. The left dorso-medial motor
and premotor cortex regions encompassing motor representations of leg/foot
area comprised the anterior part of paracentral lobule on the medial surface
of the left hemisphere and the uppermost portion of the central sulcus and
precentralgyrus and sulcus. Because the study focused on testing word-specific
motor activations, other ROIs or whole brain analysis remained outside the
scope of the current analysis.
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Following the disambiguation point (marked as zero in all plots of source
activation dynamics), the strongest activity was elicited in the auditory cortex
which, because of activation leakage characteristic of the MNE method,
somewhat spilled into nearby areas including lateral motor cortex. To control
for this leakage and remove the resulting contamination of MNE activations
in each subject and each experimental condition, source amplitude at every
vertex within the lateral motor cortex region was normalized by the mean
MNE value across all lateral motor cortex vertices at each time point of the
magnetic mismatch response. Although this manipulation eliminates the
common trend in the MNE values of affected vertices, it leaves unchanged
the putative topographical differences in activation between word catego-
ries. Dorsal ROl activity remained unaffected by the auditory cortex
contamination.

To define motor cortex areas selectively activated by each of the cognate
action word pairs (hand-, leg-, face-related), we used an unbiased data-driven
approach relying on quantification of the preponderance in MMNm vertices
source strength for any particular word. This quantification was achieved by
comparing the MNE amplitude to a given action word and two other words
from the same lexical but different semantic categories with a requirement
of a minimum of five adjacent voxels in two or more consecutive 10-ms sliding
windows showing significant directional differences between stimuli at P <
0.05 one-tailed signed-rank test. The resulting three motor cortex spatial
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clusters were considered as word-specific motor ROIs. The time course of the
mean unsigned MNE values was calculated across all vertices in each of these
ROIs and subjected to further statistical analysis.

Wilcoxon signed-rank test was applied to assess differences produced by
nouns and verbs belonging to different semantic categories in MNE time-
courses in ROIs in every 2-ms time window from 40 ms to 140 ms in relation of
disambiguation point. False discovery rate (FDR) correction for multiple
comparisons was applied, and both FDR-corrected and uncorrected differ-
ences between source activations caused by different stimuli are indicated in
MNE timecourses in Fig. 1. Repeated-measures ANOVAs with factors ROI
(three levels: motor areas with hand-, leg-, and face-word specificity), semantic
category (three levels: hand-, leg-, and face-related action words) and lexical
class (nouns/verbs) were performed for the standardized mean MNE ampli-
tudes at the maximum of action word-specific differential activation. No
violation of sphericity assumption was revealed by Mauchley sphericity test
for any of two-way or three-way ANOVA interactions (all P values > 0.5).
Significant interactions were followed up by using planned comparisons.
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