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Abstract

A censored Exact Affine Stone Index incomplete demand system is estimated for 23 packaged

foods and beverages and a numéraire good. Instrumental variables are used to control for

endogenous prices. A half-cent per ounce increase in sugar-sweetened beverage prices is predicted

to reduce total calories from the 23 foods and beverages but increase sodium and fat intakes as a

result of product substitution. The predicted decline in calories is larger for low-income

households than for high-income households, although welfare loss is also higher for low-income

households. Neglecting price endogeneity or estimating a conditional demand model significantly

overestimates the calorie reduction.
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The objective of this study is to predict the effect of sugar-sweetened beverage (SSB) taxes

on demand for 23 categories of packaged foods and beverages, accounting for a third of

daily energy requirement, and the associated changes in calories, fat, and sodium intake and

consumer welfare. Obesity rates in the United States remain remarkably high at about 36%

for adults and 17% for children and adolescents in 2009 to 2010 (Ogden et al. 2012). The

costs of obesity are staggering; the medical costs alone are estimated to be at least $147
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billion per year (Finkelstein et al. 2009). In efforts to curb the obesity epidemic, a number of

public policy strategies, ranging from reshaping the food environment to changing relative

food prices, have been proposed and debated at local and national levels. SSB taxes have

been proposed by public health advocates and some policy makers as a way to discourage

SSB consumption and to raise government revenue that could fund health-related initiatives

(Brownell et al. 2009). Predicting the effect of SSB taxes and other targeted food and

beverage taxes is difficult for at least two reasons. First, although various proposals on large

SSB taxes in the magnitude of 0.25 cent per ounce or more have been discussed at the

federal, state, and local levels, no jurisdiction has enacted such large taxes. The absence of

existing large taxes on SSBs makes it impossible for researchers to examine ex post the

impact of such taxes on nutrition and health using quasi-experimental designs such as

difference-in-difference models. Second, increase in body weight is a result of an imbalance

in energy intake and expenditure. To investigate the likely effect of SSB taxes on energy

intake, demand interrelationships between SSBs and a plethora of foods and other beverages

need to be determined to perform policy simulations. Estimation of consumer demand

entails quantity and price data on food acquired from all sources, nutritional content data,

and an adequate consumer demand model that handles a large number of goods. These

requirements on data and method have proven to be quite challenging to meet.

Researchers studying the effects of taxing SSBs have undertaken two general approaches.

The first exploits current state-level taxes on beverages to identify effects of these taxes on

beverage consumption and weight status (e.g., Fletcher, Frisvold and Tefft 2010). This line

of research has found little to no relationship between existing tax rates and body weight.

This is not unexpected because current taxes on soft drinks are not designed to cut caloric

intake, and the rates are trivial compared with retail prices and with taxes on tobacco, the

commodity whose consumption in the United States has been significantly reduced by large

taxes. For example, the average sales tax on soft drinks is about 5% among states that levy

such taxes (Bridging the Gap 2011). In comparison, current federal and average state excise

taxes on cigarettes combined are about $2.47/pack, or 44% of the retail price of cigarettes,

with large variations across states (Campaign for Tobacco-Free Kids 2011). The second

approach relies on estimating reduced-form demand (Finkelstein et al. 2010; 2013) or

utility-theoretic demand systems (Zhen et al. 2011; Lin et al. 2011; Dharmasena and Capps

2012) and using elasticity estimates to simulate the impact of a large SSB tax on SSB

consumption and weight outcomes. These studies found that SSB taxes would result in net

reduction in energy intake from beverages.

Opponents of SSB taxes argue that a large SSB tax may cause consumers to switch to other

foods with high caloric content. This slippage effect of SSB taxes is at least theoretically

plausible and, if sufficiently large, may substantively offset the reduction in beverage

energy. Finkelstein et al. (2013) examined this possibility by estimating reduced-form

household demand equations for 19 SSB and food categories in a two-part model. They did

not find evidence that an SSB tax would result in substitution to sugary foods and predicted

that complementarity between SSBs and foods would further contribute to the reduction in

total calorie intake (Finkelstein et al. 2013). That study did not investigate the effect of an

SSB tax on consumer welfare.
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Besides obesity, health risks associated with excessive quantities of fats and sodium

consumption are also serious public health issues. Since the 1960s, scientific evidence

linking excessive dietary intake of saturated fat and cholesterol to heart disease and cancer

risks continues to accumulate (e.g., Van Horn et al. 2008). For decades, government, the

medical community, and the food industry have been actively engaged in disseminating this

information to the general public through official dietary guidelines, package labeling, and

advertising. As a result, overall intake of saturated fat and total fat has fallen over time in

most segments of the population (Ippolito and Mathios, 1995).

Prevalence of hypertension in the U.S. population stayed at 28 to 30% between 1999 and

2006 (Ostchega et al. 2008) and is estimated to be responsible for 395,000 deaths in the

United States annually (Danaei et al. 2009). There is convincing evidence that high sodium

intake is causally associated with risk for hypertension (Institute of Medicine [IOM] 2010a).

Numerous initiatives launched between 1969 and the present have not succeeded in reducing

the population’s sodium intake (IOM 2010b). The average American consumes far more

sodium than the quantity the medical profession advises. The 2010 Dietary Guidelines for

Americans recommends a daily sodium intake of no more than 2,300 mg for the general

population and 1,500 mg/d for at-risk subpopulations. In comparison, the mean daily sodium

intake was 3,513 mg for the general population and 3,264 mg for at-risk groups in 2005 to

2008 (Centers for Disease Control and Prevention [CDC] 2011). So far the literature on SSB

taxes has focused on caloric intake due to the critical role of energy imbalance in causing

obesity. However, if SSB taxes induce consumers to substitute more foods with high fat or

sodium content for SSBs, overconsumption of fats and sodium may be an unintended

consequence of SSB taxes that should be factored into the debate.

We make four contributions to the literature on consumer demand estimation and using

targeted food and beverage taxes to reduce obesity. First, we directly confront the issue of

corner solutions in micro data by estimating a censored demand system. Previous studies

sidestepped this issue by either aggregating micro data into representative households (Zhen

et al. 2011; Lin et al. 2011; Dharmasena and Capps 2012) or estimating a two-part model of

reduced-form demand (Finkelstein et al. 2010; 2013). We use the utility-theoretic Exact

Affine Stone Index (EASI) demand system, recently introduced by Lewbel and Pendakur

(2009), to characterize household food and beverage preferences. One of the ex ante

motivations for estimating a utility-theoretic demand system is to facilitate welfare analysis,

which is essential for economic evaluation of any tax policy. To our knowledge, this is the

first study extending the EASI model to censored data.

Second, we developed an approach that uses instrumental variables to account for potential

price endogeneity arising from omitted variables and measurement errors in censored

demand. We are not aware of previous work on micro flexible demand systems that

instrument potentially endogenous prices. Our empirical results show that neglecting price

endogeneity could overestimate the effect of an SSB tax on overall calorie reduction by over

100% on average.

Third, we demonstrate the importance of estimating an incomplete demand system with a

composite numéraire good that represents all goods and services not individually modeled in

Zhen et al. Page 3

Am J Agric Econ. Author manuscript; available in PMC 2014 May 15.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



the system, as opposed to a conditional demand system that treats the group expenditure

(i.e., total expenditure on the included goods) fixed. Previous studies have documented the

biases in welfare measures based on conditional demand systems (LaFrance and Hanemann

1989; Hanemann and Morey 1992). We demonstrate empirically that, in the context of

beverage and food demand, a conditional demand model fails to identify important

substitutions between SSBs and other foods and tends to overpredict the reduction in total

calories by a large margin.

Fourth, using the household-based Nielsen Homescan consumer purchase panel, we

explicitly modeled household purchases of a set of 23 food and beverage categories,

including three major SSB categories: regular carbonated soft drinks (CSDs), sports/energy

drinks, and fruit drinks. These foods and beverages account for over 50% of total household

expenditures on packaged foods and 48% of at-home caloric intake, representing the largest

set of products ever examined in the SSB tax literature.1 By including foods as well as

beverages in the analysis, we provide key insights into the potential health impacts of such a

tax on obesity and other important nutritional outcomes such as fat and sodium intake.

We used the demand elasticity estimates to simulate the effects of a half-cent per ounce

increase in SSB prices, induced by an excise tax, on household purchases of calories and

two key nutrients: fat and sodium. Results based on the preferred demand specification that

accounts for price endogeneity and includes a composite numéraire good suggest that, across

households of all incomes, about one-half of the reduction in SSB calories is offset by

increases in calories from other foods and beverages on average. The net effect of a price

increase of this magnitude is a reduction of 7.9 kcal per capita per day. The hypothetical

SSB tax is also predicted to increase daily per capita fat and sodium intakes by 0.2 g and

49.8 mg, respectively. These results suggest that unintended consequences of SSB taxes are

possible, and the expected benefits of any proposed SSB tax has to be evaluated against its

potential costs.

The remainder of this paper is structured as follows. In the next section, we present the

censored incomplete EASI demand system and discuss the potential sources of endogeneity

bias. The subsequent section focuses on the household scanner data used to model consumer

demand and describes the construction of price indices and instrumental variables. This is

then followed by discussions of the empirical results. Finally, the last section discusses our

conclusions.

The Demand Model

Unlike many empirical studies of consumer food demand that invoke the weak separability

assumption and estimated conditional demand systems, we model household preferences for

the 23 foods and beverages using an incomplete demand system. We do this for two reasons.

First, LaFrance and Hanemann (1989) proved that an incomplete demand system provides

1A possible exception is Okrent and Alston (2012), who developed an equilibrium displacement model of farm and retail food
demand and supply that includes nine exhaustive but highly aggregated food and beverage categories to evaluate the effects of various
agricultural and food policies on obesity. Among the policies examined in their study is a sugar tax on all foods and beverages. The
authors grouped SSBs and non-SSBs into a single nonalcoholic beverage category and, therefore, did not examine the effect of a
targeted SSB tax on obesity.
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the exact and correct measures of welfare change, while the conditional demand model does

not have this property (Hanemann and Morey 1992). Second, group expenditure in

conditional demand equations cannot be correctly assumed exogenous in estimation or fixed

in the counterfactual simulation of the SSB tax. The econometric bias could be corrected

using proper estimation techniques (LaFrance 1991). However, holding group expenditure

constant at the pre-tax level in the simulation will generate misleading predictions if

expenditure responds to the tax. Moreover, in most policy analyses, income (not group

expenditure) elasticities of demand are the quantities of interest. By including a composite

numéraire good in an incomplete demand system to represent all other goods and services

and substituting total household income for group expenditure, we obtain unbiased measures

of welfare and unconditional predictions of demand responses to the SSB tax.

The Almost Ideal Demand System (AIDS) of Deaton and Muellbauer (1980) and its variants

have been widely used in empirical studies because they are utility based and have

approximate versions that can be estimated by linear regression. Of the existing utility-

theoretic models of aggregate beverage demand, Lin et al. (2011) and Dharmasena and

Capps (2012) estimated a conditional nonlinear AIDS and a conditional linearized quadratic

AIDS (Banks, Blundell and Lewbel 1997), respectively, while Zhen et al. (2011) used a

dynamic nonlinear AIDS under two-stage budgeting to produce unconditional predictions of

demand.

However, a limitation of the basic AID model is that its Engel curves are linear in real

expenditures. Although the quadratic AIDS accommodates somewhat more flexible Engel

curves, conventional demand system models cannot handle more complex Engel curves.

This may not be a major shortcoming in studies that use aggregate data because much of the

variation in income or total expenditures is smoothed out by aggregation over consumer

units. The ability to fit more complicated Engel curves is valued in modeling demand at the

micro level.

The EASI model not only shares all of the desirable properties of the AID model but also

provides additional benefits. First, it is not subject to the rank three limitation of Gorman

(1981) and allows the Engel curves to take arbitrary shapes (Lewbel and Pendakur 2009).

We find that the ability to specify and test for Engel curves that are more flexible than

quadratic ones has a substantive impact on price coefficient estimates, which ultimately

affects the SSB simulation outcomes. Second, the EASI error term can be interpreted as

unobserved consumer heterogeneity, while the AID residual does not have this

interpretation. This is important for welfare studies that use consumer-level data because

much of the demand variation cannot be explained by observed consumer demographics and

price changes and is left in the error term.

A major obstacle in estimating a household-level continuous demand system model with

highly disaggregated goods like ours is dealing with the significant presence of zero

expenditure on some goods. In our data, the degree of purchase censoring at quarterly

frequencies ranges from 9% for snacks to 71% for sports and energy drinks. The literature

offers several approaches to censored data. Wales and Woodland (1983) constructed the

likelihood function based on the Kuhn-Tucker conditions of maximization of a stochastic

Zhen et al. Page 5

Am J Agric Econ. Author manuscript; available in PMC 2014 May 15.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



direct utility function subject to budget and nonnegativity constraints. Lee and Pitt (1986)

extended the Kuhn-Tucker model to the dual indirect utility maximization and used virtual

prices to identify corner solutions. However, because the likelihood function of both models

consists of multiple integrals of censored demand regimes, this method quickly becomes

computationally infeasible as the number of censored goods grows. A less structural

alternative applies the Tobit estimator to estimate latent demand, which may take negative

values. This approach circumvents the empirical difficulties of imposing nonnegativity

restrictions under the Kuhn-Tucker framework and is the empirical strategy pursued in this

study.

We modified the EASI incomplete demand system to account for censoring as follows:

(1)

where  is the latent budget share of category i in period t for household h; J is the

number of goods; the J th good is the composite numéraire good; H is the number of

households; yht is real household income; L is the highest order of polynomial in yht to be

determined empirically; phjt is price index of the j th good; K is the number of exogenous

demand shifters; zhkt is the k th demand shifter with zh1t being a constant; aij, bir, and gik are

parameters; and uhit is the residual. The latent share  is related to observed budget share

whit according to , where whit is calculated as the category expenditure

divided by quarterly household income. To simplify analyses already complicated by

censoring and endogeneity, we estimated equation (1) as an approximate EASI model,

where yhit is specified as the Stone price-deflated real income: , and

xht is nominal quarterly household income.2 Lewbel and Pendakur (2009) found that the

linear approximate EASI and full nonlinear EASI models generate extremely close

parameter estimates.

In addition to a constant, we specify the demand shifters zhkt to include household size and

11 binary indicators: three Census regions; presence of female household head; female

household head below age 35; female household head with college degree; black, Asian,

other race, or Hispanic household head; and children.

Endogeneity

There are two potential sources of endogeneity in equation (1). First, because budget shares

whit are used to construct yht, real income and its polynomials are endogenous. However, we

have found this form of endogeneity to be numerically unimportant when an incomplete

demand model is estimated. This is consistent with results reported in Lewbel and Pendakur

(2009). Second, and more importantly, prices could be endogenous. In general, price

endogeneity may be caused by supply-demand simultaneity, omitted variables, and

2In the fully nonlinear EASI model, yht is the affine transform of the Stone price-deflated real income. Unlike the Stone price index in
the linear approximate AID model where it serves as an approximation to the true income deflator, the Stone price in the EASI model
is the correct and exact deflator of income by design.

Zhen et al. Page 6

Am J Agric Econ. Author manuscript; available in PMC 2014 May 15.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



measurement errors. Although supply-demand simultaneity is a concern in studies of

aggregate demand (e.g., Dhar, Chavas and Gould 2003), it may not be a major issue with

micro data because individual household purchase decisions may not significantly affect

market equilibrium prices. However, omitted variables and measurement errors could be

important in micro data, because measurement errors and differences in household

preferences cannot be averaged out as in aggregate data. Omitted variable bias may occur

when households with preferences for certain foods and beverages are better than other

households at finding lower prices for identical products; or when households who value

quantity over quality would rather purchase less expensive private label products than more

expensive name brands. This is analogous to the bias from using unit values as prices in

consumer demand models (Cox and Wohlgenant 1986; Deaton 1988).

This quantity–quality trade-off within a food or beverage category is accounted for, to a

certain degree, by our use of superlative Fisher ideal price indices calculated based on

brand-level prices and quantities. Diewert (1976) proved that the Fisher ideal price index is

consistent with a second-order approximation to an arbitrary twice-continuously

differentiable linear homogenous cost function. This means that we could use Fisher ideal

price indices to measure category-level price variations without explicitly modeling within-

category product demand. However, because each Fisher ideal price index is only an

approximation to the unknown true cost function, additional bias reduction measures are

desirable.

Just like any social economic datasets used by economists, Homescan data has a degree of

measurement error. Zhen et al. (2009) found discrepancies in reported expenditures between

Homescan and the Consumer Expenditure Survey with the largest differences found in foods

without a Universal Product Code (UPC). Although the Consumer Expenditure Survey

contains reporting errors of its own and should not be the gold standard for expenditure

comparison, the study by Einav, Leibtag and Nevo (2010) comparing purchase transactions

recorded in Homescan and in a large grocery chain’s database of the same households

indicated that Homescan prices are measured with errors. Their simple illustrative example

suggests that neglecting measurement errors in Homescan prices has the potential to

substantively bias demand elasticity estimates.

The direction of the price endogeneity bias depends on which source of endogeneity

dominates. Although measurement error, like demand-supply simultaneity, tends to

attenuate coefficient estimates, the omitted-variable bias may have the opposite effect.

Including observed demographic variables as additional regressors in budget share equations

does not eliminate omitted-variable bias caused by unobserved household heterogeneity.

Therefore, we used instrumental variables to account for the omitted-variable bias and

measurement errors.

Data and Construction of Variables

We used household food purchase data from the 2006 Nielsen Homescan panel, a large

national consumer panel maintained by the Nielsen Company.3 Geographically, Homescan

covers 52 Nielsen markets and 9 remaining areas in the contiguous United States (see figure
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1 for market coverage). Each household was provided with a handheld scanner and

instructed to scan the UPCs of products purchased at retail outlets. The household was also

required to record purchase quantities and coupons used and to identify the retailer from

which the product was purchased. Expenditures were recorded in one of two ways. If the

purchases occurred at stores affiliated with Nielsen’s scanner data program, the household

did not need to provide prices or expenditures. Instead, the price and, hence, expenditure on

a particular UPC were imputed by Nielsen using the store-provided average price of the

UPC from the same week. If the purchase was made at an outlet that did not share its sales

information with Nielsen, the household was asked to record dollars spent on the item. This

information was then uploaded through the Internet or a landline phone to Nielsen on a

weekly basis. Each year, Nielsen prepares a dataset, called the static panel, which includes

transactions by households who consistently reported purchases during at least 10 months of

the previous calendar year. This static panel is the data used in most academic studies,

including ours.

In the static panel, each transaction record contains data on quantity purchased, dollars paid,

the UPC number, and product attributes such as package size, brand, and Nielsen-assigned

product module code. Although Homescan does not collect information on the nutrition

content of products, the UPCs can be linked with third-party nutrient databases to create a

nutrition profile of each household’s food purchases. For this purpose, we acquired a UPC-

level nutrient database from Gladson Interactive that contains information on calorie, fat,

and sodium content per unit of product by UPC.

Compared with household scanner data, conventional paper-based expenditure surveys such

as the Consumer Expenditure Survey are not suited for our purposes for two reasons. First,

most expenditure surveys only collect category-level expenditure and sometimes quantity

data. Studies using these data are often forced to approximate prices by unit values and are

vulnerable to the unit value bias. Second, targeted food and beverage taxes focus on

narrowly defined food and beverage products. Conventional expenditure surveys lack the

specificity needed to distinguish otherwise similar products only differentiated by their

nutrient content. For example, the Consumer Expenditure Survey does not separate diet soft

drinks from regular soft drinks.

We defined 23 categories of packaged foods and beverages in Homescan that are either

significant sources of energy, fat, or sodium or may be close substitutes or complements to

SSBs. Most of the included foods and beverages are convenience foods that require little to

no preparation. Many of these foods have been analyzed individually or as groups in the

economics literature because of their importance in the food sector.

The excluded at-home foods include packaged ingredients (e.g., oil, baking mixes, and

flour) that require nontrivial preparation and fresh foods (e.g., fresh fruits, vegetables and

meats). Although Nielsen maintained a fresh foods panel of about 8,000 households that

reported packaged food as well as random-weight food purchases through 2006, findings by

Zhen et al. (2009) suggest that random-weight foods might be more vulnerable to

3In 2010, Nielsen merged its Homescan panel with SymphonyIRI Group’s consumer panel to form the National Consumer Panel.
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underreporting in Homescan than packaged foods. To be able to use a larger sample, reduce

measurement errors, and keep the number of food categories manageable, we excluded most

not ready-to-eat packaged foods and random-weight foods that did not have a UPC. The

implication of this approach is that the predicted effects on calories, fat, and sodium may not

be generalized to the excluded foods.

To obtain nutrient data for the selected food products, we first mapped each category with a

set of Nielsen product modules. Next, we matched the Gladson nutrient data with foods or

beverages in these modules by UPC. The Gladson nutrient data matched approximately 30%

of the UPCs in the 23 categories in Homescan, which account for roughly 63% of the dollar

sales for the 23 categories combined. To impute nutrient content of unmatched Homescan

products, we calculated the mean nutrient value per unit (e.g., kcal/oz) of the matched

products by Homescan descriptive fields including brand, product, type, and flavor. These

mean nutrient values were then mapped to the unmatched Homescan products by these

descriptive fields. Finally, nutrient values for the remaining unmatched Homescan products

were filled in with values for similar products in the U.S. Department of Agriculture

(USDA) National Nutrient Database for Standard Reference (USDA 2009).

The full 2006 Homescan static panel contains 37,786 households, and we aggregated

household purchases into quarterly totals. To reduce the incidence of price outliers, we

dropped households reporting quarterly category-level unit values (i.e., expenditure divided

by quantity) that lie outside five standard deviations from the category-level means.

Households residing outside the 52 Nielsen markets were also excluded from our analysis.

Using 185% of the 2006 federal poverty line as the low-income group cutoff, the assembled

analysis dataset contains 110,560 quarterly observations from 7,936 low-income and 19,704

high-income households.

Table 1 presents per capita purchase quantities, expenditures, energy, fat, and sodium

content by food/beverage category and income group. Among the 23 foods and beverages,

cakes and cookies and snacks (including salty snacks and other snacks) are the two largest

sources of energy. Snacks are the largest source of fat, while the largest quantities of sodium

come from canned vegetables. Assuming a 2,000 kcal/day reference diet and no food waste,

the 23 foods and beverages provide about 32% of daily energy requirement. Because foods

away from home account for about a third of total energy intake for an average person

(Guthrie, Lin and Frazao 2002), about 52% of at-home food energy would come from store-

purchased foods not individually modeled in our demand system. In other words, the

composite numéraire good contains all foods away from home, 52% of at-home foods, as

well as all other goods and services.

For every food or beverage category, low-income households paid less per ounce than high-

income households. Across all categories, the unit value for low-income households is about

8% lower than that for high-income households on average. As documented in previous

research (e.g., Broda, Leibtag and Weinstein 2009), this lower cost for low-income

households is achieved by buying lower-priced brands and private-label products, products

on sale, and products at supercenters and discount stores. Comparing per-ounce quantities of

energy, fat, and sodium by category between income strata, low-income households’ foods
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and beverages do not always contain more or less calories or nutrients than those of high-

income households. However, when averaged across all categories, foods and beverages

purchased by low-income households have 0.37 kcal more energy, 0.05 g more fat, and 1.39

mg more sodium per ounce than those bought by high-income households.

Category-level Price Indices and Instrumental Variables

Each food and beverage category comprises a large number of brands that individually

account for tiny shares of the market.4 To reduce the number of brands in each category

price index, we aggregated all nonprivate-label brands with less than 0.5% of the category

market volume share into fewer composite brands by product module and all private-label

brands into fewer private-label brands by product module. Not all households purchased all

brands in all quarters. To impute missing brand-level prices for nonpurchasing households,

we regressed observed brand-level prices on market, brand, and quarter indicators; the

interactions between brand and Census region indicators, between brand and quarter

indicators, and between quarter and market indicators; and household demographics,

including presence of female head; female head under age 35; college-educated male and

female heads; and children, marital status, race, access to the Internet, income, and income

squared. The regression was separately estimated for each food and beverage category. The

predicted prices were then used to replace missing prices in the construction of price indices.

The Fisher Ideal price index for category (j=1,…, J−1) was calculated as

(2)

where pkht and qkht are the price and purchase quantity of brand k for household h in period,

respectively, and pk0 and qk0 are the base price and base quantity of k set at their national

means in 2006. The Σpk 0qkht term becomes zero if demand for category j by household h is

censored in period t, in which case we substitute Σpkht/Σpk0 for Σpkhtqkht/Σpk0qkht in

equation (2).

The Bureau of Labor Statistics (BLS) reports consumer price index for the four Census

regions and some areas. The BLS price index is normalized to 100 at the base period for

each area. It allows cost-of-living comparisons over time within an area but not across areas.

Therefore, the BLS consumer price index cannot be used to represent the price of the

composite numéraire good in our demand model, which uses time-series and cross-sectional

data. Instead, we calculated the price index for the numéraire good using quarterly prices

from the Council for Community and Economic Research (C2ER) for 56 goods and services

items5 in more than 300 U.S. urban areas. A quarterly Laspeyres cost-of-living index6 was

first constructed for all C2ER urban areas using 2006 national average prices as the base and

4There are three levels of aggregations in Homescan. The lowest is the UPC, followed by product module and then by product group.
If more than one UPC is associated with a brand name, the brand could appear in more than one product module. In this study, a
unique brand is defined as a unique pair of brand name and product module.
5These goods and services are classified into six C2ER consumption categories: grocery, housing, utilities, transportation, health care,
and miscellaneous goods and services.
6The C2ER data cannot be used to build a Fisher Ideal index because quantity data are not collected.
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item weights derived by C2ER from the 2006 Consumer Expenditure Survey. A typical

C2ER urban area corresponds to a Metropolitan or Micropolitan Statistical Area (MSA) or

one or a group of counties. Each Homescan household was matched to a C2ER urban area

based on census tract number. A direct match was obtained if the household lives inside an

urban area. Households outside all C2ER urban areas were assigned to their nearest urban

areas based on the Euclidean distance between the household’s tract and the urban area

boundary. Let CPIht denote the Laspeyres cost-of-living index for all goods and services for

household h in period t. The price index for the numéraire good was obtained by solving

(Wohlgenant 1989, p.172).

The Homescan data contain the census tract number of each household’s residence. Using

ESRI’s ArcGIS version 10.0, we calculated Euclidian distances from the centroid of each

tract to the centroids of all other tracts within a Nielsen market. The instrument for each

category-level household-specific price index was calculated as the weighted average of the

price indices of the same food/beverage category for all other households, excluding those

living in the same census tract as the target household, in the same Nielsen market and

quarter. The inverse of the Euclidian distance between the target household and everyone

else was used as the weight. The instrument for the price of the numéraire good was

similarly constructed by averaging the prices of neighboring C2ER urban areas located in

the same Nielsen markets.7

The concept of using prices of adjacent locations to instrument endogenous prices originated

from Hausman (1997). The identifying assumption is that, after controlling for mean

household valuations of foods and beverages and household demographic effects,

household-specific demand shocks and measurement errors are independent across

households in different tracts. This type of instrument is quite useful in overcoming

endogeneity bias when researchers lack supply-side variables that possess the degree of

specificity required to identify variation in relative prices of highly disaggregated goods.

Exclusion of households residing in the same tract as the target household from calculation

of the price instrument is intended to avoid the situation when prices faced by households in

a tract are affected by common demand shocks.

The instrument for real income yht was calculated as

(3)

7The average number of C2ER urban areas in a Nielsen market is 12.4. Using C2ER prices to construct the price of the numéraire
good for low-income households creates additional measurement errors because C2ER prices are collected to reflect costs of goods
and services for households in the top quintile of the income distribution. Unlike random price reporting errors, the latter errors are
caused by differences in preferences between low- and high-income households. To some extent, the income variable and its
polynomials in the demand model account for this bias.
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where ỹht is the instrument for yht, w̄j is average budget share of the j th good across all

households, and p̃hjt is the Hausman-type instrument for phjt.

Estimation and Results

We extended Amemiya’s generalized least squares (AGLS) estimator for a single censored

equation (Amemiya 1979; Newey 1987), which is efficient among a class of limited

information estimators, to the system of censored incomplete EASI demand equations to

account for endogenous prices and real income.8 To our knowledge, this is the first

extension of AGLS estimation to a system of censored equations. Therefore, we present the

estimation details and SAS codes in the supplementary online appendix to facilitate potential

applications of this estimator in future consumer demand studies.

To determine the proper degree of income polynomials, starting from L= 2 we added one

higher degree of polynomial at a time and tested the joint significance of the biL coefficients

by minimum distance (Wooldridge 2002, p. 444). Under the null that the Lth degree of

polynomial is excludable, the test statistic is asymptotically distributed as χ2(J−1). At L=5

the test statistic is 157.1 with a p-value < 0.00. We also estimated a model with L= 6 but

experienced nonpositive definite variance-covariance matrices for some Tobit equations as

the result of an ill-conditioned data matrix containing high degree polynomials.9 Therefore,

we determined that a fifth polynomial in yht is sufficient to capture the curvature of the

Engel curves. Interestingly, Lewbel and Pendakur’s (2009) also found L= 5 to be appropriate

in their analysis of Canadian household demand for much more aggregated categories of

goods. Figure 2 plots the Engel curves for CSDs, milk, bread, and juice at L=5 for a two-

person non-Hispanic white household in the Northeast with a college-educated female head

over age 35 and no children. An inspection of figure 2 suggests that the Engel curve shapes

are too complicated to be adequately represented by a linear or quadratic function.

An important question that we address is whether household-level prices can be treated as

exogenous in micro demand system models. For comparison, we estimated the approximate

incomplete EASI model assuming price exogeneity.10 We performed the exogeneity test

developed by Durbin (1954), Wu (1973), and Hausman (1978) (hereafter, DWH) to

determine whether parameters estimated assuming exogenous prices are statistically

8A reviewer raised the point that a panel data estimator is desirable because our dataset is a panel. Meyerhoefer, Ranney and Sahn
(2005) developed a correlated random effect panel estimator for censored equation systems. Their estimator includes household-
specific means of those covariates that vary over time as additional explanatory variables in the censored equations to control for time-
invariant sources of endogeneity. In principle, one could augment our demand equations by adding household-specific average prices
as additional regressors. This would in effect make the AGLS estimator a correlated random effect estimator for panel data. However,
doing this adds too many variables and eliminates much of the price variation required to identify price effects. Note that when
instrumental variables are available, our estimator is more general than the correlated random effect panel estimator because we do not
need to assume endogeneity to be time-invariant for the AGLS estimator to be consistent.
To examine the effect of not using a panel data estimator on the results, we aggregated the data to annual frequencies to create a cross-
sectional dataset. Results based on this alternative dataset were implausible in that several estimated own-price elasticities were
positive. This is partly caused by the much lower correlation between the instruments and prices at annual frequencies compared with
quarterly frequencies. When the category-specific price is regressed on its instrument, the coefficient on the instrument has a t-value
of 63.0 and 148.2 at the annual and quarterly frequencies, respectively. Although a t-value of 63.0 is far from suggesting a weak
instrument, the large number of disaggregated goods in the incomplete demand model suggests that the instruments have to be quite
strong for the price effects to be individually identified. Therefore, we concluded that the use of quarterly data is appropriate despite
the fact that a panel data estimator is not used.
9We followed Lewbel and Pendakur’s (2009) suggestion of centering yht by its sample mean to reduce numerical problems in
polynomial regressions. At L=5 the estimation did not encounter any numerical difficulty.
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different from parameters estimated without the price exogeneity assumption. Under the null

hypothesis that price exogeneity is a proper assumption, the DWH test statistic has a chi-

square distribution and a degree of freedom equal to the number of structural parameters of

the EASI model.11 With 736 degrees of freedom, the test statistic is 8,075.8 (p-value <0.00)

and thereby decisively rejects price exogeneity.

Price and Income Elasticities

Price and income elasticities are the centerpiece of most demand studies. In an uncensored

approximate EASI model, the Hicksian elasticity of demand for good i with respect to price

of good j is

(4)

where δij = 1 if i= j, and 0 otherwise, and the household and time subscripts are withheld for

notational brevity. The J×1 vector of income elasticities was calculated as

(5)

where W is the J×1 vector of observed budget shares, B is a J×1 vector whose i th element

equals , P is the J×1 vector of log prices, and 1J is a J×1 vector of ones. The

Marshallian price elasticity, eij, is recovered from the Slutsky equation eij = hij −wjei, where

ei is the ith element of E. Equation (5) takes into account the fact that the budget shares wi

appears on both sides of the demand equation through yht and its polynomials.

When demand is censored at zero, meaningful elasticity estimates cannot be obtained at zero

demands. One solution is to calculate expected elasticities by replacing W with conditional

means of observed budget shares and substituting marginal effects of log prices and real

income polynomials on these conditional means for aij and bir in equations (4) and (5). We

calculated expected price and expenditure elasticities at all observations. The standard error

for each point estimate was generated by taking 100 random draws from a multivariate

normal distribution with the mean vector and variance-covariance matrix set to their

estimated values.

Table 2 presents median Marshallian price elasticities from the EASI incomplete demand

model accounting for endogenous prices. Because of the large sample size, we used the 1%

level for all statistical significance tests. Of the 576 median price elasticities, only 38 are

10In the incomplete demand model assuming exogenous prices, yht and its polynomials were treated as exogenous variables in

estimation. This is supported by the fact that a regression of yht on the instrument  and its polynomials
returns a R2 of 100%. Note that when prices are assumed exogenous, the only source of endogeneity in yht comes from the budget
shares.
11The number of structural parameters equals the dimension of the γ vector excluding the λi coefficients in the online technical
appendix.
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statistically insignificant. All own-price elasticities are statistically significant and negative

at the median. Six of the 24 categories have median own-price elasticities less than unity in

absolute value and therefore have inelastic demand. Figure 3 is a histogram of the

uncompensated own-price elasticities pooled across all 24 categories over all observations.

It shows that the vast majority of the own-price elasticity point estimates are negative. All

three categories of SSBs are own-price elastic, indicating that intake of SSB calories is

responsive to SSB price changes, although overall energy intake also depends on the signs

and magnitudes of cross-price elasticities between SSBs and other foods.

Many cross-price elasticity estimates are consistent with a priori expectations. For example,

substitution is found between regular CSDs and sports/energy drinks, between whole and

reduced-fat/skim milk, and between whole-grain and white bread. Peanut butter, which is

mainly used as a sandwich spread, is estimated to be a complement to white bread (made

from refined grains) but a substitute for whole-grain bread. Peanut butter has the highest

rates of energy and fat per ounce of all 23 food and beverage categories. If consumers of

whole-grain bread are less likely to use peanut butter as a spread, it would explain the lack

of complementarity between the two categories of foods.

Aside from peanut butter, cheese and lunch meat are also common ingredients for making a

sandwich. Consistent with expectations, cheese and lunch meat are found to be complements

to white bread. However, similar to peanut butter, cheese is found to be a substitute for

whole-grain bread. Among the three sandwich ingredients, peanut butter, cheese, and lunch

meat are all estimated to be substitutes for each other. The results indicate that candy, cakes

and cookies, and snacks are substitutes, which is plausible given these are common nondairy

snack categories. In addition, candy, ice cream, and cakes and cookies—the three sweet

snack categories—are estimated to be substitutes.

When so many cross-price elasticities are estimated with minimal functional form

restrictions, some elasticities will be less intuitive and less straightforward to interpret than

others. Among the three SSB categories, although regular CSDs is a substitute to sports/

energy drinks and juice drinks, sports/energy drinks and juice drinks are found to be

complements. Because sports/energy drinks represent about 4% of total SSB calories in

Homescan, the complementary relationship between sports/energy drinks and juice drinks is

possibly driven by consumer demand for variety in noncarbonated beverages.

The cross-price elasticities between regular CSDs and diet CSDs are estimated to be

positive, small, and statistically insignificant. In comparison, all past demand system studies

of aggregate beverage demand using Homescan found regular and diet CSDs to be

statistically and economically significant gross complements (Zhen et al. 2011; Lin et al.

2011; Dharmasena and Capps 2012). We suspect that the use of micro data, correcting for

the price endogeneity bias and estimating extremely flexible Engel curves are collectively

responsible for the difference in our estimated regular-diet CSD cross-price relationship

from previous research.

Canned soup, along with canned vegetables and frozen dinners, is a leading source of

sodium among the 23 food and beverage categories included in this study. We found that
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canned soup is a complement to regular CSDs but a substitute for sports/energy drinks and

juice drinks. Although we did not set an a priori expectation on the relationship between

SSBs and canned soup, it perhaps would have made more sense for the estimated cross-price

elasticities between canned soup and individual SSB categories to take the same sign. Table

2 reveals that canned soup is also a complement to diet CSDs but a substitute for bottled

water. If one assumes the demand model is correctly specified, carbonation may play a role

in this disparity in cross-price relationships because carbonation is one of the few main

factors distinguishing CSDs from other SSBs and bottled water. Unlike canned soup, the

sign for the cross-price elasticities of demand for canned vegetables and frozen dinners with

respect to SSB prices is uniformly positive across individual SSB categories.

The benefit of using income and its polynomials as covariates in the demand model is that

the slope of the Engel curve and values of the income elasticity at different income levels

are more dictated by data and less by functional form. Table 3 presents the median income

elasticity by category and income status. Consistent with the intuition that foods are

necessities, income elasticities for the 23 foods and beverages are all significantly below

unity. Except for sports/energy drinks and whole-grain bread, the income elasticity for high-

income households is always lower than the one for low-income households for the same

category of food or beverage. This is also a consequence of foods being a necessity. Sports/

energy drinks is the most expensive category of SSBs and is less affordable for low-income

households than for their high-income counterparts. Besides being more expensive than

white bread, whole-grain bread is recommended for increased consumption by health

professionals because of its fiber, vitamin, and mineral content. High-income households’

higher income elasticity for whole-grain bread may suggest that high-income households are

more attentive to the nutritional value of foods than low-income households. Note that high-

income households’ median income elasticity for white bread is very close to being zero.

Within each income stratum, for pairs of categories differentiated by healthfulness but

otherwise similar, the income elasticity is always higher for the healthier category than for

the less healthy category. This is true for CSDs, milk, bread, and juice. This difference in

income elasticities for healthy and less healthy options is larger for high-income households

than for low-income households. This further supports the notion that higher income

consumers are more conscious of the nutrition and health impacts of their food choices.

Interestingly, the negative sign on the income elasticity for whole milk for high-income

households suggests that it is an inferior good for this income class, although this elasticity

is not statistically significant.

Counterfactual Simulation

We simulated a scenario in which a half-cent per ounce SSB excise tax is imposed on

regular CSDs, sports/energy drinks, and juice drinks. Assuming the tax is passed one for one

onto retail prices, the increase in average retail SSB prices is about 26%. Instead of the

much higher penny-per-ounce tax that had been proposed in New York State, we selected

the half-cent per-ounce tax for simulation because the price elasticities may be more suited

for predicting marginal effects of small to moderate price changes than large price changes.

Table 4 summarizes the simulated average effects of the tax on per capita quantity, calories,
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fat, and sodium by category and income status based on price elasticities from the

incomplete demand model that corrected for price endogeneity bias.

On average, a half-cent per ounce SSB price increase is predicted to reduce per capita SSB

purchases in Homescan by 113 ounces per quarter (54 ounces of regular CSDs, 16 ounces of

sports/energy drinks, and 43 ounces of juice drinks). The SSB reduction is larger for low-

income households than for high-income households because low-income households

reported higher quantities of SSBs in Homescan. The SSB price increase also induces

declines in milk, 100% juice, and bottled water but an increase in diet CSDs. Thus, we

found that SSBs as a group are a net complement to non-SSBs except diet CSDs. In contrast,

Zhen et al. (2011), Lin et al. (2011), and Dharmasena and Capps (2012) all predict that

taxing SSBs would increase demand for 100% juice and whole or low-fat milk, and the first

two studies also predict an increase in bottled water demand by high-income households.

The effect of the price increase on foods depends on whether complementarity dominates

substitution or vice versa. Food categories predicted to experience an increase in demand

after the SSB price increase include white and whole-grain bread, cheese, cereals, canned/

dried fruits, canned vegetables, frozen dinners, canned soup, candy, and snacks. Frozen

dinners account for the largest increase in calories followed by cheese and white bread. With

respect to fat intake, cheese and frozen dinners experience the highest and second highest

increase, respectively. Canned soup and canned vegetables are the largest and second largest

contributors to increases in sodium intake. Overall, per capita quantities of calories, fat, and

sodium from these foods are predicted to increase more for high-income households than for

low-income households because an average high-income household purchases more of these

foods combined at baseline.

In a closely related study using reduced-form two-part demand models and a subset of the

foods and beverages examined here, Finkelstein et al. (2013) found canned soup to be the

only food category that is a statistically significant substitute for SSBs. Given that both

studies correct for price endogeneity, the functional form difference between the two is

likely a major driver of the difference in findings.

Table 5 presents the predicted total effects of the tax on calories, fat, and sodium intake and

on consumer welfare. In addition to results from the preferred model, table 5 also contains

results from the incomplete model assuming price exogeneity and from two conditional

demand models, one of which corrected for price endogeneity and the other did not.12 For

the conditional model, we set L= 4 based on results from the same minimum distance test

applied earlier to the incomplete demand model. An application of the DWH exogeneity test

to the conditional demand model again rejected price exogeneity with a test statistic of

4,059.2 and a p-value<0.00 at 671 degrees of freedom.

12In estimating both conditional demand models, we created an instrument for real group expenditure by substituting ln x̂ht for ln xht
in equation (3), where ln xht is now the log group expenditure on the 23 food and beverage categories and ln x̂ht is the fitted value
from a regression of ln xht on log income and log mean quarterly total expenditures on packaged foods excluding the quarter being
instrumented and their polynomials to the fifth order, the demographic variables zhkt from equation (1), and six dummies for residence
types. In the conditional demand model under the assumption of price exogeneity, p̃hjt in equation (3) is replaced by phjt.
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Within the incomplete or conditional demand framework, correction for the price

endogeneity bias substantially reduces the magnitude of predicted declines in calories from

SSBs and from the 23 foods and beverages; it also reverses the predicted change in sodium

intake from a net reduction to a net increase. However, the conditional demand specification

fails to predict the increase in food calories that partially compensates for the reduced SSB

calories. This results in an estimated overall reduction in dietary energy that is even higher

than the decline in SSB calories. In fact, significant calorie compensation is detected only

when both price endogeneity correction and an incomplete demand framework are

employed. With respect to overall fat intake, the incomplete demand model predicts small

net increases in fat, while the conditional model predicts small net decreases, regardless of

whether price instruments are used.

Turning now to welfare estimates, the EASI log change in the cost-of-living index (Lewbel

and Pendakur 2009, p. 835) was calculated as

(6)

, where x1 is post-tax income necessary to maintain utility at the pre-tax level, P1 is the J×1

vector of new log prices after the tax is imposed, and Γ is a J× J matrix of parameters whose

element Γij equals aij in equation (1). By using observed rather than predicted budget shares

in equation (6), the EASI model is able to explicitly incorporate unobserved household

heterogeneity into the welfare analysis.

Equation (6) captures two effects of the SSB tax on welfare. The first term of this index is

the Stone price effect that ignores any changes in budget shares of the taxed goods. By

including observed rather than predicted budget shares, unobserved heterogeneity that is

assigned to the error term in estimation is incorporated in the welfare analysis. The second

term measures the effect of changing budget shares. The total effect will be smaller than the

Stone price effect if budget shares of the taxed goods decrease in response to the tax. In

table 5, the compensating variations (CVs) associated with the SSB price increase are

decomposed into the Stone price effect and total effect for the incomplete demand model

and conditional demand model.

The preferred model (incomplete demand and correction for endogenous prices) predicts the

annual CV to be about −$24 per household, which is about 2% lower in absolute value than

the Stone price effect. This suggests that a back-of-the-envelope calculation of CV using

pre-tax budget shares and price changes provides a good approximation to the true welfare

change. The welfare loss for low-income households is about $5 per household per year

more than high-income households because low-income households reported higher SSB

purchases in Homescan. This difference in welfare loss between low- and high-income

households reinforces the regressive nature of an SSB tax.

CV estimates from the conditional demand model are lower than those from the incomplete

demand model in absolute value. However, Hanemann and Morey (1992) showed that the

CV derived from a conditional demand model is a lower bound for the true CV only when
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the separability assumption is correct. When goods in the conditional demand cannot be

assumed separable from the outside goods, the conditional CV estimates are of no value

(Hanemann and Morey 1992). Because there is no obvious reason to expect that the 23 food

and beverage categories are separable from the excluded foods, goods, and services, the

conditional CV estimates are neither upper nor lower bounds of the true CVs.

Finally, the preferred model predicts that a half-cent per ounce SSB tax would generate

about $20 per year per household on average in tax revenue. The conditional demand model

and the incomplete demand model without accounting for price endogeneity significantly

underestimate the potential SSB tax revenue that could be earmarked to fund obesity and

healthy eating–related public health campaigns and initiatives.

Conclusion

In this study, we estimated an approximate EASI incomplete demand system containing 23

packaged food and beverage categories and a composite numéraire good. Instrumental

variables were used to correct for endogeneity biases caused by omitted variables and

measurement errors. The preferred demand specification predicts that almost half of the

reduction in SSB calories caused by an increase in SSB prices is compensated for by an

increase in calories from other foods. We further found potential unintended consequences

of an SSB price increase on sodium and fat intake. Because energy intake is just one of

many dimensions of nutrition, the results on sodium and fat highlight the complexity of

using targeted food and beverage taxes to improve nutrition outcomes.

An increase in the price of SSBs of one half-cent per ounce, possibly induced by an excise

tax on SSBs, is expected to reduce per capita daily calorie intake by 13.2 kcal for the low-

income population and 5.6 kcal for the high-income population. Applying these estimates to

the dynamic energy-weight loss model used in Lin et al. (2011) predicts weight reductions

of 0.37 and 0.16 kg/person in 1 year and 0.70 and 0.31 kg/person in 10 years for low- and

high-income adults, respectively.

These findings have broader implications for applications of utility-theoretic consumer

demand models to food and nutrition policy research. Our results suggest that the practice of

estimating a conditional demand model should be abandoned in favor of an incomplete

demand model whenever feasible. In welfare analysis, the main rationale for an incomplete

demand specification has been to obtain unbiased welfare estimates. However, at least for

SSB price changes, we found that the utility-theoretic estimates of CV are numerically close

to simple calculations based on observed budget shares (with income as the denominator)

and expected price changes. A much larger and economically significant difference between

the conditional and incomplete demand model is in their predictions of the effect of an SSB

price increase on nutrition. A conditional model is unable to identify important substitutions

among SSBs and other foods and provides an overly optimistic prediction of the potential

positive nutritional effect of increasing SSB prices. It is equally important to account for

endogenous prices in an incomplete demand model: without a price endogeneity correction,

the incomplete demand model alone cannot predict household compensation for reduced

SSB consumption.
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Notwithstanding several data and methodological enhancements, our results have to be

interpreted with caution. Without accounting for nutrients from away-from-home

consumption and at-home food categories embedded in the composite numéraire good, the

predicted effects on calories, fat, and sodium are specific to the group of 23 food and

beverage categories. However, the estimated welfare losses associated with the SSB tax are

likely to be robust to future expansions of food categories due to the theoretical results of

LaFrance and Hanemann (1989) on incomplete demand systems. Although our preferred

demand specification produces more plausible predictions on the overall effects of an SSB

tax than several alternative models, a number of estimated cross-price elasticities at the

category level have signs that are difficult to explain with intuition. This may not be

surprising because cross-price elasticities are the most difficult to identify among all price

and income (or expenditure) elasticities estimated with flexible functional forms. For future

research, identification of the cross-price effects may benefit from using longer time series,

alternative specifications of censoring, and product aggregation schemes guided by formal

tests of weakly separable preferences for elementary food items (e.g., Reed, Levedahl and

Hallahan 2005). Finally, if food purchases are underreported in Homescan, the predicted

reduction in calories would be a lower bound on the true effect, assuming the extent of

underreporting is uniform across the 23 food and beverage categories.
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Figure 1. Homescan market map
Source: Created based on Nielsen’s county list.
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Figure 2. Estimated Engel curves for selected foods and beverages
Note: Incomplete demand, correction for price endogeneity, L=5, two-person non-Hispanic

white household in the Northeast with college-educated female head over age 35 and no

children.
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Figure 3. Distribution of own-price elasticity point estimates, all categories
Note: Incomplete demand, correction for price endogeneity, L=5.
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