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Sequential-Digital Image
Correlation for Mapping Human
Posterior Sclera and Optic Nerve
Head Deformation
Optic nerve head (ONH) deformations may be involved in the onset or further develop-
ment of glaucoma, including in patients with relatively normal intraocular pressures
(IOPs). Characterizing posterior scleral deformations over physiological pressures may
provide a better understanding of how changes in IOP lead to changes in the mechanical
environment of the ONH and possibly retinal ganglion cell death. Pressure inflation mea-
surement test protocols are commonly used to measure deformation of the peripapillary
sclera with full-field noncontact optical methods. The purpose of this work was to develop
and validate a new sequential 3D digital image correlation (S-DIC) approach for quanti-
fication of posterior scleral pressure induced deformation that improves z (in-depth) reso-
lution of the DIC measurement without losing in-plane sensitivity, while also being able
to contour and map deformations of the complex-shaped ONH. Our approach combines
two orthogonal axes of parallax with standard 3D DIC methods using a single high-
resolution camera. The enhanced capabilities of S-DIC with respect to standard 3D DIC
has been demonstrated by carrying out a complete benchmark for shape, deformation,
and strain measurement on an object of known complex geometry. Our S-DIC method
provided a reconstruction accuracy of 0.17% and an uncertainty in z-position measure-
ment of 8 lm. The developed methodology has also been applied to a human posterior
scleral shell, including the full peripapillary sclera and optic nerve. The relatively inex-
pensive S-DIC approach may provide new information on the biomechanical deforma-
tions of the optic nerve head and, thus, the death of retinal ganglion cells in primary
open angle glaucoma. [DOI: 10.1115/1.4026224]

Keywords: ocular biomechanics, S-DIC, stereo-DIC, sequential DIC, optic nerve head
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1 Introduction

Optic nerve head (ONH) deformations may be involved in the
onset or further development of glaucoma, including in patients
with relatively normal intraocular pressures (IOPs) [1–5]. Charac-
terizing posterior scleral deformations over physiological pressures
may provide a better understanding of how changes in IOP lead to
changes in the mechanical environment of the ONH and possibly
retinal ganglion cell death [1,3,6–10]. The biomechanics of the
peripapillary sclera and ONH region may also mediate IOP-related
reductions in blood flow and cellular responses associated with
glaucomatous damage [1,3,8]. The sclera and ONH are nonlinear
and anisotropic soft tissues that require a careful experimental
approach for determining their regional mechanical properties
[1,6]. Quantifying the patient variability and regional dependence
of these properties may provide opportunities for improving diag-
nostic and therapeutic interventions for glaucoma [1,10].

There are several experimental techniques currently being used
to quantify deformation over the entire posterior scleral surface.
Most if not all of the more recent protocols utilize a pressure infla-
tion setup in which intraocular pressure is controlled at high reso-
lution [9,11–18]. The most common full-field optical techniques
used to quantify scleral deformation as a function of intraocular
pressure in inflation tests are 3D digital image correlation (3D

DIC) [12–14] and electronic speckle pattern interferometry
(ESPI) [9,15–18]. By far, ESPI provides the highest sensitivity,
capable of measuring displacements down to fractions of the
wavelength of the laser source used in the experiment with a mea-
surement uncertainty of 616 nm [9,17]. 3D DIC systems have
also been used to map posterior scleral deformations with uncer-
tainty in out-of-plane displacement measurement of 68 lm
[12,14]. While both of these methods have been used to measure
the deformation of posterior scleral shells from humans
[9,12,14,17,18] as well as eyes from various other species
[13,15,16], neither technique has been used to quantify displace-
ments of the optic nerve (ON) itself or displacements in the transi-
tion region from the peripapillary sclera to the optic nerve. In this
region, geometry significantly departs from a sphere [12], thus it
is mandatory to contour the local shape together with the displace-
ment distribution in order to correctly calculate the corresponding
strain maps [12,19,20]. Both ESPI and standard DIC present some
limitations in performing such a measurement [9,12,17,20]. ESPI
makes use of oblique illumination that generates shadows close to
irregularities of the geometry that may corrupt the interferogram
and invalidate the subsequent data analysis [21]. Moreover, the
severed optic nerve is subjected to a significant rigid body motion
that typically causes decorrelation of speckles [19,22–24] and a
consequent loss of information in that area. With standard stereo-
DIC methods, shape and displacement maps come from two view-
ing angles, thus implying that complex-shaped areas with sharp
slopes are unlikely fully imaged in both views and, thus, they can-
not be properly matched and reconstructed. The chosen stereo
angle cannot be arbitrarily changed since it either affects the in-
plane (xy-plane) or out of plane (z-axis) resolution of the
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measurement (assuming the xz-plane contains the axes of the cam-
eras with the camera baseline parallel to the x-direction—see
Fig. 1). In other words, small stereo angles will provide excellent
in-plane sensitivity at the cost of poor out-of-plane resolution,
whereas large stereo angles will provide higher z-axis resolution
at the cost of poor matching efficiency and, hence, in-plane
resolution [25].

The purpose of this work was to exploit the strengths of stereo-
DIC by overcoming its inherent drawback in contouring and
tracking deformation of complex-shaped areas by developing and
validating a new sequential 3D DIC approach (S-DIC) that
improves in-depth resolution without losing in-plane sensitivity.
Our approach combines two orthogonal axes of parallax with
standard 3D DIC methods using a single high-resolution camera.

The proposed methodology proved to be suited for highly accu-
rate quantification of posterior scleral pressure inflation deforma-
tion, while also being able to contour the complex-shaped optic
nerve head region and to map its deformation during an inflation
test. The high-spatially resolved strain maps so obtained, together
with subdomain finite element (FE) based inverse characterization
methodologies [26], will allow determination of the heterogene-
ous and anisotropic mechanical response of the posterior/peripa-
pillary sclera and optic nerve, which may lead to a better
understanding of the onset or further development of glaucoma.

2 Materials and Methods

2.1 Sequential Digital Image Correlation. Digital image
correlation is a well-characterized technique developed in the
early 1980s [27–29] and, more recently, increasingly used in bio-
mechanics [12–14,30,31]. Its major strengths are the noncontact
and full-field capabilities, the ease of use and implementation, and
the possibility to be applied from micro- to macroscale objects
with time-resolved measurements up to thousands of frames per
second (fps). The DIC algorithm basically matches dense sets of
homologous points in an image pair from the analysis of the local
gray-scale distribution over a square subset of pixels around each
point of interest [29]. The positions of two homologous point
locations in two different views are then used to reconstruct the
3D position of the object point on the basis of stereophotogram-
metry principles [32]. By tracking the position of a grid of 3D
world points for a given set of interest at various deformation con-
figurations, it is possible to map the full-field 3D deformation dis-
tribution over the object surface at the camera frame acquisition
rate.

3D DIC is properly referred to as a high-resolution measure-
ment technique [29]. As with any experimental method, however,

the resolution and accuracy of the measurement strongly depends
on the specific test conditions, including camera/lens characteris-
tics and settings, lighting, patterning protocol, speckle size and
distribution, stereo angle, and DIC algorithm parameters, among
others. A detailed description on how these factors affect the qual-
ity of the measurement can be found in Refs. [25,29,33].

This work aimed to overcome an inherent limitation on the re-
solution of the DIC technique that could affect the quality of pos-
terior scleral shell deformation measurement and in particular that
of the ONH area. When performing a standard stereo-DIC mea-
surement, the adopted stereo angle greatly impacts the in-depth re-
solution, with larger stereo angles providing increased resolution
in the out-of-plane direction [25,29]. On the other hand, relatively
small stereo angles would be desirable since the two obtained
views are very similar (since they present only slight perspective
distortion), and thus, a very high efficiency can be reached when
matching corresponding image subsets via DIC algorithms. In
standard 3D DIC, since two fixed cameras are used, a tradeoff is
reached by adopting a stereo angle ranging between 10 deg to
30 deg (e.g., 15 deg has been adopted for tests on posterior scleral
shells [12]). This allows the contour of smooth geometries with
sufficient resolution in both in-plane (although with lower resolu-
tion along the axis perpendicular to parallax direction) and out-of-
plane directions.

In this work, a virtual large stereo angle has been obtained by
implementing a sequential DIC approach (see scheme in Fig. 1).
This has been practically obtained by placing a single fixed digital
camera above the sample of interest, which is mounted within a
conical target containing a printed dot pattern for calibration pur-
poses (see Figs. 2(a) and 2(b)). The sample/conical target assem-
bly is attached to two rotational stages that allow for 90 deg-range
of rotation along x and y axes (Figs. 1 and 2). If during the two
rotations, two frame sequences are captured from the fixed cam-
era, it is possible to collect two sets of multiple images, thus emu-
lating a user-defined number of virtual cameras looking at the
target from different angles along two orthogonal directions of
parallax (x and y axes). This allows enhanced performance with
respect to a standard 3D DIC system with two cameras placed at a
fixed angle along a given direction of parallax (e.g., x axis, red
cameras as in the scheme of Fig. 1). In particular, two virtual cam-
eras of the S-DIC system looking at the sample from small-angled
stereo views (e.g., using R3-R2 views in Fig. 1) provide very low
matching bias between image pairs. Conversely, two virtual views
at a very large stereo angle (e.g., using R3-0 views) poorly match
because of the large perspective differences, however, they would
provide a very high z-axis resolution if they were correctly
matched. A correct matching can be obtained by using a sequen-
tial approach, i.e., going through the captured sequence of images
(R3-R2-R1-0 views) by considering each image as the reference
for the next one. In this way, a series of very similar images pairs
can be efficiently matched via DIC but, at the end, only the corre-
sponding point sets of the first and last images in the sequence
(R3 and 0 views, respectively) are used for reconstruction, thus
simulating having a large stereo angle DIC system. Remarkably,
this approach has the unique feature to be able to correctly capture
shape and deformation of complex-shaped and sharp-sloped areas
(such as the sclera portions close to the equator and to the ONH)
that would be poorly sampled or not simultaneously present in the
two views of a standard stereo-DIC system. These regions have
been reported to be locations with low accuracy or absent data
with standard DIC measurement [12].

The entire experimental apparatus for S-DIC (Fig. 2(a)) was set
up on a vibration isolation table (Newport M-VIS3036-RG2-
325N) holding vertical beams (80/20 Inc.), providing the box
framework for a fine x-y-z stage (Edmund Optics NT56-340),
allowing mounting and centering of the camera over the target.
The digital camera (DALSA Falcon2 BW CMOS sensor with
3328� 2502 pixel2) and lens (NIKKOR 28-105 mm f/3.5-4.5D
zoom) combination, held at a height of 530 mm above the target,
are connected to a frame grabber (DALSA Xcelera-CLþ PX8

Fig. 1 The sequential DIC-approach emulates a user-defined
number of virtual cameras looking at the target from different
angles along two orthogonal directions of parallax (axis x and
y). The red cameras show a typical 3D stereo DIC setup. Only a
few views have been sketched for clarity of representation.

021002-2 / Vol. 136, FEBRUARY 2014 Transactions of the ASME



Full) that allows for a high-speed frame rate video file to be cap-
tured (up to 90 fps). Two circline fluorescent lights (4100 K) are
held above the target at a height of 270 mm with an annular shield
on the top to protect the camera sensor from direct light. Using
custom-made attachment plates, the two rotational stages for per-
forming S-DIC (Edmund Optics 38-195, 55-029) are mounted
perpendicular to the camera axis. Lightweight custom clamps are
designed to securely hold the posterior sclera in its physiological
shape without leaks (similar to Fig. 1 in Ref. [11]). The clamps
have an inlet and outlet for saline pressurization of the inner sclera
and have clearance holes for calibration cone attachment. The
pressure is monitored using a pressure transducer (Omega PX309-
002GV 6.26 mmHg) and actuated using a programmable syringe
pump (New Era Pump Systems, Inc. NE-1000) that is controlled
through a LabviewTM script. Surrounding the sclera and rotational
stages is a temperature-controlled custom acrylic humidity cham-
ber with two access doors. The 37 �C heater (Lasko) and 95%
humidifier (ETS 5462), read by a dual sensor (ETS 554), use a
controller (ETS 5200-240-230) that regulates the air inside of the
chamber to replicate physiological conditions. An internal fan is
used to evenly disperse the environment and prevent condensation
on the sclera.

To evaluate the performance of the S-DIC system, a prelimi-
nary complete benchmark of its metrological performance was
run on an object of known complex geometry. Finally, the
enhanced capabilities of S-DIC with respect to standard 3D DIC
was demonstrated with measurement on a human posterior sclera
and optic nerve.

2.2 Sequential-DIC Metrological Characterization. To get
an idea of how the metrological performances of DIC techniques
cannot be generalized since they are strongly related to the spe-
cific experimental conditions, the reader can refer to the extensive
benchmark work reported in Refs. [25,33]. In these papers,

synthetic speckle images [33] and a flat object [25] are used to
assess the metrological performance of DIC under nominally ideal
conditions. However, it is a correct practice to evaluate the metro-
logical characteristics of a given DIC-based experiment before
running each test of interest and at each change of a given critical
parameter value as done for example in Refs. [12,30].

According to this practice and to test and validate the enhanced
performance of the newly developed S-DIC with respect to stand-
ard 3D DIC when measurement on a complex-shaped sample is
entailed, a complete set of measurements (shape, displacement,
and strain) was carried out on a target sample of known shape.
The complex geometry of the target (a square prism with an
extruded cylinder, see Fig. 2(c)) was designed to closely mimic
the critical areas of measurement (scleral portions close to the
equator and optic nerve) and was precisely machined from black
delrin and measured to 612.7 lm accuracy with a coordinate-
measuring machine (CMM) (Tesa Micro-Hite).

In order to perform DIC matching between image pairs of the
surface of the sample, a properly sized random speckle pattern
with a broad range of gray-scale values is necessary and was
applied using a fine-tipped air brush. The protocol for creating the
optimal speckle pattern was assessed through several trials fol-
lowed by sensitivity analysis according to the guidelines reported
in Ref. [29]. All setup conditions (camera parameters, lighting,
etc.) were optimized for a test on a typical human sclera and
remained unchanged for all the experiments reported in this
paper.

The calibration target was fixed to a small tip/tilt platform
(Newport MM-075-HEX) centered within the calibration cone
(see Figs. 2(a) and 2(b)). Two series of image sequences were
then captured with the S-DIC system: a first set with the sample in
a given position named “reference configuration” and a second set
with the sample slightly tilted through the tip/tilt mount
(“deformed configuration”). This allowed the extraction of the fol-
lowing information: (i) shape reconstruction, (ii) full surface

Fig. 2 (a) Picture of the entire experimental setup for S-DIC measurement; (b) close up view of
the sample/conical target assembly; (c) target used for evaluating the metrological performance
of the S-DIC system
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deformation of the target after the rigid body rotation, and (iii)
full surface strain field. In regards to the latter measurement, this
is quite a standard protocol for DIC-based measurement
[30,34,35] often referred as the “null strain test” and it is an effec-
tive method to quantify the error in strain calculation in a given
DIC-based measurement. Strain resulting from a rigid-body
motion, in fact, is equal to zero; thus, any nonnull strain compo-
nent revealed through this test is representative of the measure-
ment accuracy of the system. In this work, we chose to apply an
out-of-plane rigid body rotation to the sample with a tip/tilt plat-
form since rotations have been demonstrated to have the strongest
influence on the strain error [34,35].

A typical set of images for S-DIC implementation is reported in
Fig. 3. A set of ten evenly spaced images are extracted from the
entire frame sequence (250 frames) corresponding to a rotation of
[-hFar,-hClose] along the y axis (see D sequence in Fig. 1), and anal-
ogously another three sets of ten images each were extracted for
the range [hFar, hClose] along the y axis (U), the range
[�hFar,�hClose] along the x axis (R), and the range [hFar,hClose]
along the x axis (L), where angles hFar and hClose depend on the
sample geometry. In this work, hClose¼ 15 deg and hFar¼ 45 deg
for the calibration target, and hClose¼ 0 deg and hFar¼ 30 deg for
the human scleral shell.

A custom-shaped regular grid of points (five pixels pitch) was
drawn on the first image of the set to fill the area of interest for the
measurement. An in-house developed DIC routine coded in the
Matlab

TM

environment [30] was then used to correlate the point
grid through the ten images of each set with a 0.1 pixel resolution
by using a template window of 9� 9 pixel2 and an analysis win-
dow of 21� 21 pixel2. With the camera/lens settings used for all
the experiments in this work, a 21 mm diameter area of analysis
corresponds to an area of 687 pixel diameter. At this magnifica-
tion, each pixel, hence, corresponds to a real area of 0.03� 0.03
mm2; therefore, the analysis subset size is 0.64� 0.64 mm2.

Each image contains information for calibrating the camera in
each viewing position with respect to a unique global reference
system. The 45 deg concave cone always present in the image, in
fact, has a laser printed regular dot pattern on adhesive waterproof
paper where each dot has known x, y, z location with respect to a
global reference system, having the z axis coaxial with the cone
and origin in the cone vertex (see close view in Fig. 2(b)). Each
image is, hence, processed in order to get the dot centroid posi-
tions, and the direct linear transformation method [30,36] is used
to extract the corresponding camera calibration parameters. The
first and the tenth point grids of a given set of S-DIC images (e.g.,
the D sequence) are used to reconstruct the 3D shape of the
selected portion of the sample via triangulation [29,32]. Analo-
gously, complementary parts of the target fully imaged in the
remaining U, R, and L sets are matched and reconstructed. Having
the calibration cone moving with the sample allows the four
reconstructed portions to be automatically merged and recon-
structed in the same reference system. If the same point grid is
tracked through a series of deformed configurations of interest,
the full-field 3D deformation field over the sample surface can be
obtained.

To compare the metrological performance of the new proposed
S-DIC method with respect to a standard stereo-DIC system, two
image pairs were extracted from the same image set simulating

two 3D-DIC systems with a small stereo angle (2 deg, image pairs
3_1–3_2) and with a large stereo angle (14 deg, image pairs
3_1–3_6). A 2 deg stereo angle is not the value commonly
adopted in standard-DIC [12], but it was the largest angle that
allowed a satisfactory reconstruction for an object of this com-
plexity, as explained later.

Figure 4 shows the calibration target shape reconstructed with
S-DIC (14 deg, image pairs 3_1–3_6) in terms of radius r (mm)
(here defined as r¼ (x2þ y2)0.5) and z coordinate (mm). All the
results reported in this section are raw data, i.e., without any kind
of smoothing procedure applied to the original data. The 3D plots
show how the proposed method fully contoured the target shape
even in critical areas with sharp slopes and corners (lateral surface
and small cylinder on the top) on the whole 360 deg view.

Figure 5 shows maps of the normalized cross correlation coeffi-
cient C [30] over the area of analysis for the small angle standard-
DIC system (named DIC-SA in the rest of the paper, Fig. 5(a))
and the large angle standard-DIC system (DIC-LA, Fig. 5(b)). As
expected, the image pairs 3_1–3_6 were too different to be corre-
lated with sufficient accuracy (C> 0.9) and to bring to a correct
reconstruction; hence, only the results related to the DIC-SA will
be reported and compared to S-DIC performance.

A detailed discussion about the need to reduce the stereo angle
to ensure that subset matching between views is achievable can be
found in Ref. [29] where a 3D standard-DIC measurement is per-
formed on a bending specimen.

In Fig. 6, the plots of the x-z central sections of the target as
reconstructed from S-DIC and DIC-SA are reported (only the left
side of the target is present in both views of the DIC-SA system,
see Fig. 5) superimposed over the theoretical target section. Over
the entire left y-z face of the target (�2000 points), the DIC-
measured side length was calculated as the Euclidean distance
between the points on the left face (at x��7.7 mm), and their
projection on a best-fit plane of the points of the opposite face (at
x�þ7.7 mm). This resulted in a value of dmeasured

¼ 15.368 6 0.017 mm. The percent error with respect to the side
length of the unpainted calibration target dunpainted

¼ 15.316 6 0.0127 mm (from CMM measurement) is 0.34%,
while it decreases to 0.17% if the side length of the painted cali-
bration target dpainted¼ 15.341 6 0.004 mm (from a measurement
with a micrometer (Mitutoyo 293–348) in ten evenly distributed
points over the surface) is taken as reference.

To evaluate the uncertainty in the out-of-plane position mea-
surement, a line of control points at z� 19.3 mm on the left y-z
face of the target (vertical face at x� 7.7 mm in Fig. 6(a) and
6(b)) was considered for comparing the two methods. As evident
in Fig. 7, DIC-SA plot shows the typical stepwise trend typical of
low-resolution measurement with a smallest perceivable change
in the z-coordinate of 83 lm and an uncertainty of 47 lm (calcu-
lated as the standard deviation from the best-fit line). For the
S-DIC plot, the uncertainty in the out-of-plane position measure-
ment is 8 lm (the maximum deviation from the best fit line is
20 lm).

Figure 8 is a synthesis of the enhanced metrological capabilities
in shape and deformation measurement of the S-DIC method with
respect to a standard stereo-DIC system using the same experi-
mental conditions (except for the stereo angle) and same data
processing routines. It should be emphasized here that these

Fig. 3 The D set of images for S-DIC measurement on the target in Fig. 2(c)
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Fig. 5 Maps of the correlation coefficient C for the DIC-SA (a) and DIC-LA (b) systems. Values
closer to 1 indicate an accurate correlation. For DIC-SA, one virtual camera was at 45 deg (3_1)
and other at 43 deg (3_2). For DIC-LA, one virtual camera was at 45 deg (3_1) and other at 31 deg
(3_6).

Fig. 4 The reconstructed calibration target: (a) radius and (b) z coordinate, (c) point cloud

Journal of Biomechanical Engineering FEBRUARY 2014, Vol. 136 / 021002-5



enhanced performances are referred to the case of complex-
shaped objects, i.e., when the adoption of a small stereo angle is
mandatory for standard-DIC to achieve matching between the two
views [29]. If S-DIC and standard DIC are used to contour a flat
object, the data processing yields to comparable results (see sup-
plemental material to be posted at a later date).

To perform the null strain test and calculate strain maps from
measurement grid data, a common procedure in biomechanics has
been used [28,30,37,38]. Briefly, the Green–Lagrange strain ten-
sor E is computed for each triplet of control points via the defini-
tion E¼ 0.5 (FTF-I) where F is the deformation gradient tensor.
Components of F were calculated for each flat triangular domain
delimited by A, B, and C points by assuming the associated sur-
face deformation to be homogeneous, i.e., Dx ffi F � DX, where
DXð1Þ ¼ XB � XA and DXð2Þ ¼ XC � XA in the reference configu-
rations change to vectors Dxð1Þ ¼ xB � xA and Dxð2Þ ¼ xC � xA in
a given deformed configuration (for a detailed depiction please
see Fig. 6 in Ref. [38]). If DXð1Þ;DXð2Þ;Dxð1Þ, and Dxð2Þ are
expressed with respect to a local 2D basis aligned to the meridio-
nal and circumferential directions passing through the centroid of
each triplet, the four components of the deformation gradient F
can be determined from the following system of four equations:

Dx
ð1Þ
h

Dx
ð1Þ
u

2
4

3
5 ¼ FhhFhu

FuhFuu

" #
DX
ð1Þ
h

DX
ð1Þ
u

2
4

3
5 (1a)

Dx
ð2Þ
h

Dx
ð2Þ
u

2
4

3
5 ¼ FhhFhu

FuhFuu

" #
DX
ð2Þ
h

DX
ð2Þ
u

2
4

3
5 (1b)

The full-surface maps of the components of the Green–
Lagrange surface strain tensor E (denoted as Ehh circumferential,
Euu meridional, and Ehu shear) so calculated have a strong local
character since they are not extracted by analytically differentiat-
ing the smoothed displacement fields over a window of given
extension (usually 9� 9 points) as commonly done in DIC-based
measurement [25,29]. In other words, starting from raw data point
positions in the reference and deformed configurations, no data
smoothing is needed to extract surface strains with the above-
described procedure. This implies that the data is more susceptible
to experimental noise but also that the chosen control points trian-
gular mesh size defines the actual spatial resolution of the strain

Fig. 6 Central x-z sections of the target as reconstructed by the S-DIC (a) and the DIC-SA (b) systems superimposed to the the-
oretical target section. For DIC-SA, one virtual camera was at 45 deg (3_1) and other at 43 deg (3_2).

Fig. 7 Plot of a horizontal line of control points on the left y-z vertical face of the
target as reconstructed by standard-DIC and S-DIC (shifted upward for clarity of
representation)
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calculation. This feature is particularly relevant in the presence of
large gradients of deformation and for a subsequent implementa-
tion of subdomain FE-based inverse characterization methodolo-
gies [14,26] to capture tissue heterogeneity. The sensitivity of the
strain calculation to the spacing of control points in a region of
fairly uniform strain, in an area having a strain concentration, and
in an area having a marked gradient of strain has been studied and
described in detail in Ref. [31].

Noisy strain data can be eventually smoothed in a 3D
computer-aided design environment by using nonuniform ration-
ale B-splines (NURBS) that, with a proper control of surface span
and stiffness, can easily remove outliers without altering the local
fluctuation of the parameter of interest (deformation or strain)
[18,30,31,39]. Given the complex shape of the calibration target,
we express the results of the null strain test in terms of a
coordinate-free measure, the first invariant of E defined as
I1¼ tr(E) (Fig. 9). The raw strain distribution value is
4.5�10�3 6 24�10�3 with peaks in the boundary areas between the
four D, U, L, and R patches where different meshes merge (see
point cloud in Fig. 4(c)) and, hence, tessellation errors occur.
Smoothing the displacement data results in a strain value of
0.8�10�3 6 11�10�3.

Finally, the calculus of the deformation gradient tensor F
allows for the calculation of the angle a of rigid body rotation
through [28]

a ¼ tan�1 Fhu � Fuh

Fhh � Fuu

� �
(2)

for all the triangular domains over the measured surface. It is,
hence, possible to evaluate the error for out-of-plane rigid-body-
rotation measurement for the two considered methods as the
standard deviation of the distribution of a over the left y-z side of
the target, being 60.24 deg for S-DIC and 618.69 deg for DIC-
SA (raw data). Consistently smoothing the displacement data
brings to an a error value of 60.09 deg for S-DIC and 65.31 deg
for DIC-SA.

2.3 Test on a Human Posterior Scleral Shell Under Inflation.
Once the S-DIC system was tested and validated, the developed
procedure was applied to a human posterior scleral shell. The do-
nor was a 98-year-old female of African descent. To keep the
sclera as close to physiological conditions as possible, the globe is
stored in cooled saline after enucleation. During dissection proce-
dures, the sclera is kept hydrated throughout as the globe is first
cut into a hemisphere with the ONH centered. The retina, choroid,
and vitreous humor are removed from the inside of the posterior
shell as well to isolate the sclera during pressurization. Any excess
sclera that does not fit into the clamps is removed and a 3D
printed mold was made to ensure similar cuts for every ocular
sample.

To make the ON easier to image with the DIC system, the
ONH was placed in the direct center of the clamps with the supe-
rior region orientation known. The optic nerve was cut straight
with approximately 2 mm left. This amount prevented large mac-
rodisplacements of the ON during testing and allowed for the ON
to always be vertical with respect to the posterior shell.

To create the speckle pattern, black and white Indian ink (Dr.
Ph. Martin’s Bombay India Ink), applied through a fine spray gun,
is used since it has been proven to not significantly affect the me-
chanical properties of biological tissues through biaxial testing
[31]. The sclera is sprayed with an initial white speckle, allowed
time to dry slightly, and then sprayed with the sparser black
speckle. The sclera is then moved into the humidity chamber that
is already at 37 �C and 95% humidity and left for 30 min for the
Indian ink to settle properly.

Fig. 8 Magnitude of the norm of the total displacement dtot after a rigid body rotation of the calibration target plotted on the
measured shape with the S-DIC (a) and the DIC-SA (b) systems

Fig. 9 Distribution of the first invariant of the Green–Lagrange
strain tensor as resulting from a rigid body rotation of the cali-
bration target
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Once the clamps are attached to the rotary stages and calibra-
tion cone, the automated pressure regulation system is attached.
An electronic pressure transducer and manual pressure gauge are
placed at the same height as the scleral sample. Preconditioning is
applied to the sample where the pressure fluctuates ten times
between 5 mmHg and 45 mmHg at a rate of 5 mmHg/s [9,15,17].
The sample is held at 5 mmHg for 10 min to eliminate any visco-
elastic effects [40], and the pressure infuse rate is set to.05 mmHg/s
to keep within 6.26 mmHg worth of pressure fluctuation. A zero
mmHg pressure state could not be considered as the reference state
since a minimum of 5 mmHg pressure was needed to recover the
scleral shell from its collapsed shape.

Four pressure steps were considered: 5–15–30–45 mmHg, how-
ever, in this paper only the results related to the deformed state at
15 mmHg are reported to illustrate the capability of the system to
capture very small deformation. Image data was acquired and
processed according to the procedure described in Sec. 2.2.

3 Results

Figure 10 shows the human posterior scleral sample tested in
this work mounted in the inflation test rig and its complete 3D
reconstruction (raw data) at 5 mmHg obtained with the sequential-
DIC approach. Two control point grids are considered for the
analysis: a five pixel pitch grid for the entire scleral surface and a
finer grid (two pixel pitch) for the ONH and part of the peripapil-
lary sclera in the inferior region (this region will be referred as the
“ONH” in the rest of the paper).

Figure 11 illustrates the full-surface displacement fields (top
view) between pressure steps of 5 mmHg and 15 mmHg, most evi-
dent in the z direction, with the optic nerve head region not
reported here for display purposes. No anatomical distinction in
the optic nerve head region is trying to be established for the arbi-
trary cut seen in these figures. All displacements and strains are
continuous between these boundaries and only shown this way for
clarity of illustration. The 3D contour plots in Fig. 11 show the
general aspect of the displacement maps typical of a circular
inflated membrane except for a particular localized region of large
displacement in the z direction in the temporal region (see
Fig. 11(c)). In the online supplemental material that will be linked
here April 2014, there is an image sequence (undeformed/
deformed) where the displacement in this region can be seen dis-
tinctly. In Fig. 11(d), the error in radius for the scleral shell with
respect to the best-fitting sphere is shown to highlight the

deviation from an idealized spherical shape, which is very large
close to the ONH as also observed in Coudrillier et al. [12].

In order to obtain scleral strain maps, the Green strain tensor
was calculated following the protocol described earlier. In Fig. 12,
the sclera experienced higher meridional strains than circumferen-
tial, with a mean strain of 4.09�10�3 6 4.07�10�3 standard devia-
tion in the meridional direction and 1.82�10�3 6 2.94�10�3 in the
circumferential direction. The maximum strain experienced in the
circumferential direction was 18.23�10�3 with a minimum of
�15.37�10�3 compared to 40.85�10�3 and �11.27�10�3 in the me-
ridional direction.

Finally, Fig. 13 shows the unique capability of S-DIC to capture
the ONH complex shape and track its deformation. In these fig-
ures, it can be seen how the ON experiences large meridional
compressive strain while the ONH region is expanding out at the
peripapillary sclera/ON boundary. In the circumferential direc-
tion, a similar compression is occurring but continuing further
down the ON than in the meridional direction. This interesting
behavior is clearly visible in the image sequence available as sup-
plemental material to be linked here April 2014.

4 Discussion

This study developed a new sequential 3D DIC approach for
quantifying the displacements and strains in pressure inflated pos-
terior ocular poles. This technique uses a single fixed camera and
has the ability to map the deformations of the entire sclera, includ-
ing the complex-shaped optic nerve head region by imaging the
posterior sclera at multiple angles in two orthogonal axes of
parallax.

The main advantage of S-DIC is the increased out-of-plane re-
solution and ability to reconstruct the entire scleral surface, even
where shape discontinuities and sharp slopes are present. In par-
ticular, we demonstrated the unique capability of this approach in
contouring complex 3D shapes with an accuracy of 0.17%, as
well as highlighting the improved performance of the S-DIC with
an analogous (since the same images have been used) standard-
DIC system. Moreover, our analysis distinguished the results from
the dramatic effects of commonly adopted smoothing schemes by
showing the results in terms of raw data.

It is well known that ESPI is an inherently sensitive technique
with a deformation measurement resolution down to fractions of
the wavelength of the laser light and an uncertainty of 616 nm
[9,17]. However, we agree with the generally acknowledged

Fig. 10 The human posterior scleral sample tested in this work: S stands for superior, T for
temporal, N for nasal, and I for inferior. Circled with red is the area at higher spatial resolution
considered for the ONH measurement (a). Two views of the reconstructed scleral shell point
cloud at 5 mmHg (b) with superimposed the more dense data points of the ONH area.
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rationale that a comparison of the relative merits in terms of func-
tional performance of ESPI and S-DIC can only be done after car-
rying out a complete benchmarking under the same experimental
conditions [20,23,25–27]. In particular, Patterson et al. [23] speci-
fied that although a calibration procedure provides a precise indi-
cation of the accuracy and uncertainty that can be expected when
using a given technique, special attention should be paid when
going from a “standard test” to the actual test, especially in the
presence of complex strain fields.

To the best of our knowledge, there have been no previous stud-
ies that map ONH deformations (including the optic nerve)
between pressure steps. This technique may lead to the identifica-
tion of important variables as it pertains to ONH deformations and
eventually glaucomatous damage. On average, meridional strains
are higher than circumferential strains in the sclera, which is
expected due to previous findings in collagen microstructure
alignment [6,14,16,18,41,42]. The distributions of circumferential
and meridional strain reported here are also similar to those

patterns shown in Refs. [12,14,17]. In the temporal region, among
other locations, there is an area of significantly higher strain [14].

It is unknown how the ONH strains reported here will correlate
with lamina cribrosa (LC) deformation, however it can be
assumed that such measurements may eventually provide further
information on the mechanical environment of the optic nerve as
it exits the posterior ocular globe, which may be related to retinal
ganglion cell death [1,3,6,8–10,43–48]. While the results reported
here regarding ONH strain values do not take into account ON
physiological tension or cerebral spinal fluid pressure [49,50],
these strains could be an important factor in understanding the
mechanisms of how the LC deforms under pressure and its rela-
tionship with the peripapillary sclera. With the midposterior sclera
having identical strains between glaucoma and normal specimens
[12], it is of critical importance to get accurate displacement val-
ues in the peripapillary region with minimal error. Quantifying
displacements between normal and glaucomatous eyes in the
peripapillary-ON transition region may provide more information

Fig. 11 Top view of the scleral displacement fields between 5 and 15 mmHg. Displacements in x, y, z directions are labeled as u
(a), v (b), w (c), respectively, and error in radius with the best-fitting sphere is shown in (d).
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on LC/scleral canal deformation and perhaps the pathology of
glaucoma.

Sigal et al. [5] suggests that the pia is the third-most influential
material input factor in ocular material models, depending on ge-
ometry. The S-DIC method could provide specific displacements
for the pia that would be most important around the interface with
the peripapillary sclera. In monkey experimental glaucoma, it has
been seen that the lamina cribrosa migrates further into the sclera
and occasionally into the pial sheath [51]. It could, therefore, be
important to further study the pial sheath and other connective tis-
sues in order to determine how the biomechanical properties of
these tissues influence ONH biomechanics.

There are some important limitations of the S-DIC technique
worth mentioning. With the time-consuming nature of this
method, it is not possible to measure the viscoelastic properties
over the entire sclera [12]. Before the imaging process, the sclera
was allowed 10 min [40] to reach steady-state conditions before
any measurements began. In the next step, imaging at each pres-
sure state required 30 min for the manual rotation of the two rota-
tional stages and for acquiring the image sequences (40 min total
per pressure). Similar to other pressure inflation testing, the entire

range of physiological ocular pressure was explored in this testing
since dynamic loading could not be performed with a continuous
displacement measurement. Ongoing work in our laboratory is
aimed at addressing this limitation of S-DIC.

The implementation of this technique will lead to more accurate
displacements of the ONH region, including the entire posterior
sclera, which could lead to more accurate finite element modeling
of this region. Combined with techniques to measure tissue thick-
ness, such as ultrasound [12,14], individual eye-specific geometry
and entire outer surface displacements at multiple pressure steps
could provide more information on how the ONH is involved in
glaucomatous damage. Combinations of findings with microstruc-
tural data, taken from small angle light scattering (SALS) [6,42]
or wide angle x-ray scattering (WAXS) [14,41], may also lead to
more accurate material properties/models in this region after
being analyzed with inverse finite element analysis (FEA).
Researchers with DIC equipment can inexpensively modify sys-
tems to incorporate this technique into measurements as long as
proper care is taken to measure the accuracy of the individual sys-
tem. This technique can also be used as a means to measure outer
surface geometry or deformation of different objects and is not

Fig. 12 Circumferential strain Ehh (a) and meridional stain Euu (b) for the posterior scleral shell

Fig. 13 Circumferential strain Ehh (a) and meridional strain Euu (b) for the ONH (region circled in red in Fig. 10(a))
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restricted to ocular tissue. The highly dense set of data available
for the entire surface of the sample makes this technique particu-
larly suitable for implementing hybrid experimental-
computational methods to characterize regionally varying proper-
ties of tissue or organ [26,52–54].

In summary, S-DIC can improve upon the existing 3D DIC
steady-state techniques for measuring posterior ocular deforma-
tion. This technique can capture the complex geometry of the
ONH surface and peripapillary sclera to a high spatial resolution,
which is comparable to previous studies and in the appropriate re-
solution range for the physiological pressures/strains being
applied. In conjunction with inverse FEA, S-DIC will provide
accurate strain data for the entire exterior surface of the posterior
sclera that can be used to quantify regional, nonlinear, and hetero-
geneous material properties of human ocular tissue.
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