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Abstract

Eukaryotes employ combinatorial strategies to generate a variety of expression patterns from a

relatively small set of regulatory DNA elements. As in any other language, deciphering the

mapping between DNA and expression requires an understanding of the set of rules that govern

basic principles in transcriptional regulation, the functional elements involved, and the ways in

which they combine to orchestrate a transcriptional output. Here, we review current understanding

of various grammatical rules, including the effect on expression of the number of transcription

factor binding-sites, their location, orientation, affinity and activity; co-association with different

factors; and intrinsic nucleosome organization. We review different methods that are used to study

the grammar of transcription regulation, highlight gaps in current understanding, and discuss how

recent technological advances may be utilized to bridge them.
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Introduction

Proper control of mRNA levels is critical in nearly all biological processes. Since much of

this control is encoded within non-coding regulatory regions, deciphering the mapping

between DNA sequence and expression levels is key for understanding transcriptional

control. Eukaryotes are known to employ combinatorial strategies to generate a variety of

expression patterns from a relatively small set of regulatory motifs1 and exploit motif

geometry as another dimension of combinatorial power for regulating transcription.

Understanding the fundamental principles governing transcriptional regulation could allow

us to predict expression from DNA sequence, with far reaching implications. Most notably,

in many human diseases, genetic changes occur in non-coding regions such as gene

promoters and enhancers. However, without understanding the grammar of transcriptional

regulation we cannot tell which sequence changes affect expression and how. For example,

even for a single binding site, we do not know the quantitative effects on expression of its

location, orientation, and affinity; whether these effects are general, factor-specific, and/or

promoter-dependent; and how they depend on the intrinsic nucleosome organization.

Similarly, we do not know which properties determine whether multiple sites contribute
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additively or cooperatively to expression, what types of cooperativity functions can be

achieved, how they depend on the affinity of the sites and identity of the factors, and

whether their mechanistic basis involves protein-protein interactions and/or nucleosome

eviction. Unraveling this transcriptional grammar will allow us to understand, predict and

design expression patterns from regulatory sequences (Figure 1).

Addressing this challenge requires knowledge of both the functional elements and the ways

in which such elements combine to orchestrate a transcriptional output. Testing the effect of

designed DNA mutations has been successfully employed for several decades in the

research of transcriptional control, but on the scale of a handful of sequences per study. A

major hindrance to progress is the limited ability to measure the transcriptional effect of a

large number of designed DNA sequences in which specific regulatory elements are

systematically varied. Recently developed technologies increases the throughput of these

experiments by ~1000-fold, allowing us to gain considerably more insight into how

information is encoded in the language of DNA. In this review, we discuss several examples

of grammatical rules in transcription, highlight the main gaps, and discuss how these may be

bridged using recent technological advances.

Methods to decipher the grammar of transcription

A broad range of methods exist for annotating and testing functional regulatory elements in

non-coding DNA sequences in order to decipher the principles governing transcription

regulation. These include comparative computational models2–4, high-throughput assays to

map functional elements in the genome such as TF binding sites and nucleosomes5–9, and

classical genetic techniques including reporter assays for quantitative activity

measurements10–12. Accumulation of genome-wide data on gene expression (RNA-seq)5,

TF binding landscape (Chip-seq)6, chromatin state (DNase-seq7 and FAIRE-seq8), and

physical DNA interactions (5C)9 led to the identification of potential promoter and enhancer

regions, the TFs bound to these regions, and the chromatin architecture13. However,

although revealing an unprecedented number of regulatory elements in the genome, these

studies do not assay the mechanism and functional activity of these elements. For example,

we cannot tell which of the binding sites of a TF affect transcription and in which manner.

Genome-wide quantitative measurements of native enhancers were facilitated by recent

developed methods such as self-transcribing active regulatory region sequencing (STARR-

Seq)14. Yet, native enhancers differ in many sequence elements making it hard to attribute

the measured expression differences to any single sequence change. Thus, it is difficult to

infer systematic rules of transcriptional grammar solely by quantitatively measuring native

sequences. Another approach uses computational models for learning the complex

combinatorial code underlying gene expression2–4. These studies utilize mRNA expression

data and DNA-sequence elements in the promoters of the corresponding genes to decipher

the effect of motif strength, orientation, and relative position on gene expression. However,

although computational studies generate a large number of mechanistic hypotheses,

experimental validation is still required.

One direct and quantitative way to measure the activity of regulatory element is to fuse a

DNA sequence to a reporter gene and measure its expression with biochemical assays such
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as luciferase assay. Researches have utilized this approach successfully to determine the

activity of promoters15, enhancers16 and insulators17,18. However, the construction of these

reporters by traditional cloning techniques is slow and labor-intensive, limiting throughput

to at most dozens of regulatory elements per experiment. Several medium-scale19–21 and

large-scale22–25 libraries were created in bacteria, yeast and mammalian cells, in which

regulatory elements were randomly ligated, mutagenized or synthesized in tandem and the

expression of the resulting promoters was measured. These studies provided much insight,

but their random nature imposes limitations on the repertoire of promoters constructed and

thus they cannot systematically dissect basic principles of transcriptional grammar. For

example, studying the effect of binding site location on expression requires measurements of

promoters that differ only in the location of the site and sampling many such locations. Such

collection of promoters could not be generated by random ligation of regulatory elements.

Systematic manipulation of some specific promoters10–12 led to profound insights, but since

the variants were constructed one by one, time and cost considerations have limited the scale

of previous studies, such that to date, only a modest number of elements have been

characterized at high resolution.

Recent advances in the fields of DNA synthesis and deep sequencing provided a fertile

ground for the development of new high-throughput approaches that address this

technological barrier. These approaches provide the ability to accurately measure the

activity of tens of thousands different designed regulatory elements within a single

experiment. Although they differ in the way in which they measure expression, these

methods utilize the power of massive synthesis of DNA oligonucleotides on a microarray

platform, harvest these oligos as pool and proceed with this complex library as input for a

single experiment26–30 (Figure 2). The first approach26–28,30 is applicable both in-vitro and

in-vivo and measures expression by the counts of mRNA molecules transcribed from each

tested sequence using RNA-seq. To evaluate transcriptional activity in-vitro26, each

oligonucleotide in the library is designed to include a unique barcode sequence downstream

to the TSS. The oligos are transcribed in vitro, and the resulting transcripts are then

sequenced. The relative abundance of each barcode provides a digital readout of the

transcriptional efficiency of its cis-linked designed sequence. This protocol was recently

adapted to measure transcription in-vivo in mammalian cells27,28,30. To that end, the

oligonucleotides pool is inserted into plasmids, where each plasmid contains one of the

designed sequences upstream to an arbitrary open reading frame (ORF) followed by a

unique barcode sequence. Plasmids are co-transfected into cells, where each designed

sequence drives the transcription of mRNAs containing the barcode in their 3′ UTRs. To

estimate their relative activities, the barcodes in the reporter mRNAs and the plasmids pools

are then sequenced and the ratios of these counts are calculated.

Another approach uses fluorescence to measure expression in vivo29. Although it was

developed in yeast, it can in principle be adapted to mammalian cells. In this approach, each

oligonucleotide in the library, which includes a unique barcode at the 5′ end, is ligated into

a plasmid upstream of a yellow fluorescent reporter (YFP). The pool of plasmids is then

transformed into yeast such that every transformed strain carries one plasmid expressing

YFP from one promoter in the library. Using fluorescence activated cell sorter (FACS), the

resulting library of yeast cells are then sorted into ~32 bins according to YFP expression.
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Next, the promoters of each bin are sequenced such that for every barcode (representing one

promoter), the total number of reads is counted. Finally, by examining the distribution of

reads of every promoter across the expression bins, both its mean and standard deviation of

expression can be calculated.

Although currently limited by the length of the synthesis DNA oligo (200bp), these

technologies provide ~1,000-fold increase in throughput over previous methods, thereby

providing new methodologies for accelerating research in the field of transcriptional

regulation.

Grammatical rules of transcription

TF specificity

The first step in understanding the grammar of a language is to dissect its most basic

building blocks. In transcriptional regulation, one of the most important building blocks are

binding sites for transcription factors (TFBS). For each of the ~1,500 TFs in the human

genome, we would like to know the length and composition of its sequence preferences,

which nucleotides are essential for its binding, and how sensitive is the TF to sequence

alterations in its binding site. For TFs that form homo/hetero-dimers, we should determine

the spacing between its half-sites and any other constraint that may apply to its sequence. In

addition, we should analyze the effect of other elements, which are not directly bound by the

TF, on its specificity.

In-vitro and in-vivo binding profiles generated by protein-binding microarrays31,32, high-

throughput SELEX and ChIP-seq33 determined the binding specificities of hundreds TFs.

However, despite this growing information about TF binding specificity, much less is

known about the effect of TF site affinity on expression. A recent study utilized high-

throughput measurements technology to compare the expression of 2,104 enhancers in

which the binding sites for 7 TFs were varied34. As expected, this study found that changes

in expression correlate with the change in motif match score, indicating that gene expression

is correlated with binding affinity when all else is maintained. However, sites with different

affinities for the same TF are rarely placed in the exact same context, making it hard to

study the relationship between binding site strength and expression. Indeed, examining

binding sites for the transcription factor p53 in the genome reveals that many sites with

predicted high-sequence specificity are not bound by p5335. These sites were able to activate

transcription when cloned in a plasmid in front of a luciferase gene, indicating that they can

interact productively with p53 when removed from their native context and chromatin

environment.

Despite these advances, the recognition sites of many TFs are still missing and for the

known ones we still do not understand the effect of context, site accessibility, chromatin,

and TF concentration on expression. Some parameters such as chromatin and TF

concentration vary between conditions and are expected to affect binding in a condition-

specific manner. To date, we cannot tell how many sequence changes in its recognition site

can a TF tolerate before it will affect its activity, whether this number is uniform for most
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TFs or changes for different TFs families. Answering such questions requires a systematic

analysis measuring the effect of TF site affinity on expression for a large number of TFs.

TF activity

Once a TF is bound to the DNA it can enhance or repress transcription by promoting or

blocking the recruitment of RNA-polymerase. However, we cannot predict whether the TF

functions as an activator or as a repressor from the sequence of its binding-site. In addition,

the expression levels, localization and activity of TFs vary between cell types, different

phases of cell cycle, and in response to stress conditions. Therefore, we cannot tell in

advance which of TF site will affect expression and to what extent. Even the most

comprehensive mapping of TF binding-sites cannot provide information about the activity of

the TF in each of these sites. To achieve that, direct measurements of expression are needed

in various cell types and conditions.

Large scale data from the ENCODE project yielded genome-wide binding profiles for ~100

TFs in various cell types, providing insight on the actual occupancy of binding-sites in the

human genome36. However, the functionality of these binding events was not determined. A

recent study37 combined information gained from these binding profiles with computational

methods to identify TFBS and to measure their activity within a functional assay. The

authors predicted and mutagenized 455 binding sites for six TFs in human promoters and

measured expression using luciferase assay in four cell lines, and found that 30% of TFBSs

were not functional in any cell line and only 14% of the sites were verified in all four cell-

lines. These results emphasize that the presence of a TFBS by itself is not sufficient to

determine whether it will be active in vivo and highlights the importance of in vivo

functional measurements of TFBSs. Despite being more comprehensive than previous

studies, this study still examined a total of only six TFs, and due to the native nature of the

tested sequences, the promoter background was not kept constant. Thus, differences in

activity levels cannot be attributed solely to the binding site, as they may also represent the

effect of the context, including binding sites for co-activators, GC content, and nucleosome

positioning signals. A more direct assay for comparing activity measurements of different

TFs involves planting sites for different TFs at the exact same location and within the same

background sequence. Utilizing a new approach for measuring the expression of thousands

of designed regulatory sequences within one experiment, a recent study compared the

activity of 75 different yeast TFs to each other, by separately planting each TF site within

the same promoter sequence29.

Despite these advances above, to date we do not know the actual fraction of functional

TFBSs in a given cell, which of these sites act as an activator or a repressor (or both), and

how the activity of different TFs compares to one another. One way to answer such

questions is to perform a full survey of all known TF binding-site in various contexts and

conditions through a synthetic high-throughput approach similar to that recently done in

yeast29.
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The effect of TFBS orientation

Unlike regulatory elements playing a role at the mRNA level, which are restricted to the

coding strand of the DNA, regulatory elements in promoters can appear on both the coding

and non-coding strands. This mechanism has some advantages such as doubling the

probability to find TFBS in a specific location and preventing steric interference between

two neighboring TFs if they bind the DNA surface from opposite sides. On the other hand,

since transcription is directional, some of these elements should be orientation-sensitive in

order to place the RNA-polymerase in the right direction. In order to recognize the

functional TFBSs in a given promoter sequence we should know for each TF whether it can

activate transcription from one of the DNA strands or from both.

One way to achieve orientation-insensitive regulation is by using palindromic sequences as

binding-sites. Indeed, palindromes are predominant in regulatory elements38. A palindromic

design has two main advantages. First, palindromes can be bound on either strand of DNA,

thus doubling the local concentration of the TF binding-site and increasing productive

encounters between the TF and the DNA. Second, palindromes can be bound by TFs that

work as dimers. However, palindromic binding-sites are flanked by non-palindromic

sequences, which in some cases contribute to TF binding and are therefore sensitive to the

orientation2. There are also examples for non-palindromic binding-sites that can equally

activate transcription when placed in the forward or the reverse orientation39. Thus, we

cannot predict orientation-sensitivity just by the appearance of palindromic sequence in the

TF binding-site. A genome-wide computational study investigated the directionality of

promoter motifs by comparing conservation on the forward and the reverse strands in four

mammalian genomes40. This study found that conservation of promoter motifs is largely

symmetric on both strands of the DNA in contrast to 3′-UTR motifs that have a strand

preference, suggesting that most TFs are not affected by the orientation of their binding site.

Consistent with this finding, a functional experiment that systematically compared the

activity of 75 yeast TF binding-sites in two orientations found strong effects on expression

for only 8% of the binding-sites29.

Taken together, we do not yet know the orientation-sensitivity of the ~1,500 TFs in human,

providing another hindrance to models aimed at predict gene expression form sequence.

Here too, a systematic study that will place the site of all human TFs in each orientation and

within the same sequence background can provide much insight.

Combinatorial co-regulation by different TFs

The architecture of promoters is often composed of binding-sites for many TFs working

together to orchestrate a transcriptional output. TFs can cooperate with each other by direct

physical interactions, forming homodimers, heterodimers, or larger transcriptional

complexes41. Many TFs belongs to families that bind their target genes as dimers, such as

bZIP, bHLH, or nuclear hormone receptor families42. Interaction among TFs can be specific

to context and condition, resulting in a unique transcriptional program. Since many of these

interactions are synergistic, we cannot simply sum up the effects that were measured for

individual TFs. Dissecting the effect on expression of TF combinations is therefore a great

challenge.
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Studies focused on a small number of TFs had shown that for the same TF, different partners

have different effects on transcription, resulting in distinct functional pathways43,44. By

systematically mapping all combinatorial protein-protein interactions for 1222 TFs in

human, 762 interactions were found45. However, out of these interactions, we cannot tell

which affect transcription and by what mechanism. Analysis of Chip-seq data of 119

factors36 found a statistical enrichment for specific TF combinations, which may suggest

that these TFs work together. Interestingly, the same TF was found to co-associate with

different partners in different contexts such as gene-proximal and distal regions.

Even with the recent progress in mapping TFs interactions at the protein level and studying

their co-association when binding the genome, we do not have a systematic view of how

different combinations of TFs affect gene expression. This requires direct expression

measurements of different constructs containing various combinations of TF binding-sites.

Such measurements, in comparison to measurements of each TF separately, could answer

which of the TF-pairs work synergistically, whether they act to increase or decrease

expression, and to what extent. However, the space of TF combinations is vast, and

systematically assaying it is challenging even with the recent advances in throughput.

The effect of binding site number

Multiple binding sites for the same TF, also known as homotypic clusters of TFBSs, are

statistically enriched in proximal promoters and distal enhancers. Conservation of such site

clusters between vertebrate and invertebrates suggests that homotypic clustering is a general

organization principle of cis-regulatory regions46. Using multiple binding sites for the same

TF as a mean to regulate expression may have several mechanistic advantages. These

include lateral diffusion of a TF binding along a regulatory region47–49, high-affinity

cooperative binding50, and functional redundancy51,52. In order to integrate information

about the number of sites when predicting gene expression, we need to know the function

that relates TFBS number to expression. Does expression increase linearly with the number

of binding sites? What is the range in which adding a binding-site still has a substantial

effect? Are these behaviors general or TF-specific?

Few studies set out to investigate the effect of binding-site number for one specific TF12,39.

Increasing number of sites for Bicoid led to greater-than-additive increase in expression11.

The same study showed that Bicoid bound to a strong site promotes occupancy of an

adjacent weak site by cooperative DNA binding12. By parallel measurements of thousands

of synthesized promoters, a recent study in yeast designed synthetic promoters to

systematically test the dependence of expression on the number of sites29. The consensus

site for Gcn4 was planted in all possible combinations of 1–7 sites at 7 predefined locations

within two different promoter sequences (128 sequences for each context). Examining the

average expression of all possible locations for each number of sites resulted in a clear

relationship between the number of sites and the average expression, which accurately fits a

logistic function, and in which expression increases with addition of each of the first four

sites but then mostly saturates. Such saturation in expression was also observed in small-

scale studies12,39. However, it is unclear whether this saturation is at the level of binding or

activation of transcription. Intriguingly, comparing the expression of individual promoters
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with specific combinations of site locations suggests that the relative distance between two

sites significantly affects expression. As one example, when located in close vicinity, the TF

molecules may sterically occlude each other.

Future studies are needed to study the effect of binding site number on other TFs, to

quantitatively characterize the effect of the distance between multiple binding-sites, and to

understand which biological mechanism underlie the sigmoidal behavior.

The effect of TFBS distance from the TSS and DNA helical repeats

When addressing the question of how the relative location of a TF binding-site affects

transcription, one should remember that the DNA is a three-dimensional molecule and that

changing the distance has a geometric aspect. For example, two regulatory elements that are

five nucleotides apart from each other are also located on opposite sides of the DNA double

helix. Therefore, we should decipher the effects on expression of both the absolute distance

of the TFBS from the TSS, and the relative angle between the TFBS and the TSS on the

DNA double helix.

A computational genome-wide analysis of TF motifs and gene expression data addressed the

first parameter and computed the effect of absolute distance on gene expression2. Depending

on the TF identity, expression can reach its maximal values when the motif is either within

150 bp from the start codon, at intermediate distance of 150–300 bp, or at long-range

distances of 300–450bp. The second parameter of relative angle on the DNA double helix

was addressed by changing the distance between regulatory elements in promoters with

small increments. Insertion of a spacer sequence between TFBS and the TSS yielded an

interesting expression pattern10,39, with spacers with 5bp multiplicity (5, 15, 25) having

lower expression than spacers with 10bp multiplicity (10, 20, 30), resulting in a periodic

function composed of consecutive peaks whose period is ~10bp. It was suggested that

efficient initiation of transcription requires a stereospecific alignment between some

promoter elements such as the TFBS and the TATA-box. It appears that the assembly of

proteins bound to various promoter elements can interact with each other when located on

the same side of the DNA helix. However, while some studies support the helical spacing

idea, others did not reproduce the periodic phenotype. In those cases, increasing the distance

between a TFBS and the TSS resulted in a gradual decrease in expression with no periodic

behavior53. Utilizing the high throughput technology to systematically investigate the effect

of binding site location on expression significantly increased the number of the tested

TFBSs, the number of different promoter contexts and the resolution of the distance

increments29. This higher resolution revealed that even small 1–7 bp changes in site location

could have major effects on expression. Periodicity in expression was obtained for only one

of the designed promoter backgrounds, in which sliding the tested TF site resulted in

expression being a ~10bp periodic function of site location and the function persisted for 6

consecutive peaks. Notably, this periodicity was significant in only one of the two tested

promoter contexts for the same TF, suggesting that some contexts have more flexibility in

the way in which they can generate stereospecific alignments if these are indeed required.

These findings leave many open questions regarding the effect of TFBS location on

expression. In which cases is stereo-alignment required for transcriptional activation? How
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does it depend on the nature of the TF and the context? Are there cases in which interacting

with the DNA helix from opposite sides is advantageous (e.g., in the case of independent

regulators that should not interact with each other but may sterically occlude each other)?

The effect of epigenetic context and nucleosomes

In addition to TF binding sites, the transcriptional activity of a gene depends on the local

composition and organization of its chromatin environment. Silencing mechanisms such as

DNA methylation, nucleosome positioning and histone modifications add epigenetic

regulation onto DNA without changing the genetic information. Thus, knowing the

composition of TF sites, their geometry and combinatorial interactions is not enough in

order to predict gene expression, and the chromatin structure should also be incorporated.

For example, a weak binding-site may drive higher expression levels than a strong site if the

latter is embedded within a silenced region. The importance of epigenetic context was

recently demonstrated in genome-wide enhancer measurements, which revealed that the

same DNA sequence may or may not act as an enhancer depending on its genomic locus and

epigenetic environment14. Polycomb group (PcG) proteins, DNA-methyltransferases and

histone modifiers are recruited to specific target genes to ensure well-timed and spatially

restricted gene expression patterns54,55. The identification of DNA elements required for the

targeting of these silencing complexes is key to our understanding of epigenetic dynamic

processes. In addition to complexes-mediated silencing, DNA sequences have intrinsic

preferences for nucleosome formation. The DNA segments that are wrapped by

nucleosomes are less accessible to most trans-acting factors such as RNA-polymerase and

transcription factors. In order to decipher the effect of nucleosomes on gene expression, we

should know the DNA sequence preferences for nucleosome binding, how it affects the

accessibility of neighboring cis-regulatory elements such as TF binding-site and TSS, and

how this effect depends on distance.

In the past several decades, it was shown that the affinity of nucleosomes for different DNA

sequences varies greatly, spanning a range of 5,000-fold between the weakest and strongest

binding56,57. This range is thought to reflect differences in the ability of DNA sequence to

bend around the histone octamer into nucleosome structure58. Two sequence features were

shown to play an opposite role in determining nucleosome affinity. The first, which has a

positive effect on affinity, consist of ~10 bp periodicities of specific dinucleotides59,60. The

second feature, which has a negative effect on nucleosome formation, consists of

homopolymeric stretches of deoxyadenosine nucleotides, referred to as poly(dA:dT) tracts.

These disfavoring nucleosome sequences were found to be strongly associated with

nucleosome depletion both in vivo and in vitro (Reviewed in Segal & Widom61), and

enrichment of poly(dA:dT) tracts in promoters suggests that they play a regulatory role in

gene transcription. Indeed, studies of individual genes in yeast showed that poly(dA:dT)

tracts stimulate transcription by increasing the accessibility of a nearby TF binding site62,63.

A recent study in yeast tested the effect of poly(dA:dT) on expression by measuring 70

designed promotes, in which the length, composition and distance from TF binding site of

poly(dA:dT) tracts were systematically varied64. Notably, manipulating only poly(dA:dT)

tracts led to significant effects on gene expression that resemble TF binding site alteration.
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Advances in technology enabled the design and measurements of 777 synthetic promoters

dedicated to deciphering the effect of nucleosomes on expression29. Adding strong TF

binding-sites instead of poly(dA:dT) tracts had a similar effect on expression, suggesting an

alternative mechanism for nucleosome eviction. In this mechanism, nucleosomes are

competed out by trans-acting factor rather than intrinsic physical properties of the DNA

sequence. Investigation of nucleosome positions in three primary human cell types found

that the positioning signal for nucleosomes is different from the 10-bp dinucleotide

periodicity observed in other eukaryotes65. It is composed of strong G/C cores in the center

of the nucleosome (dyad) that are flanked by A/T repelling sequences. Another difference is

the GC content in promoter regions. In contrast to fly and yeast, where AT-rich promoters

have intrinsic sequence signals for nucleosome eviction, human promoters are enriched for

CpG islands, intrinsically favorable for nucleosome formation. However, as in other

organisms, promoters of active genes have a nucleosome-free region (NFR) of about 150bp.

These observations suggest that CpG-rich segments in mammalian promoters override

intrinsic signals of high nucleosome affinity to become active. High-resolution maps of

nucleosome footprints reveal that both CpG and non-CpG promoters are subjected to similar

epigenetic regulation. These observations support the idea that in addition to intrinsic

nucleotides composition other mechanisms are employed to determine nucleosome

positioning in mammalians 66.

The mechanism by which CpG-rich sequences evict nucleosome is still poorly understood.

In addition, not much is known about the sequence features that determine higher order

chromatin structure and the recruitment of silencing complexes such as polycomb. Since

higher order structure has a predominant effect of gene expression in higher eukaryotes,

deriving such an understanding should improve our ability to predict expression form

sequence.

Do different organisms follow the same grammatical rules?

The letters composing the language of the DNA (A,C,G,T) are conserved among all

organisms. So is the basic principle of transcription regulation representing a specific

interaction between a transcription factor and the DNA molecule. However, different

organisms differ in the set of grammatical rules they “choose” to employ for gene

expression regulation. For example: homotypic clusters of TFBSs are enriched in enhancers

and promoters of human and fly but less so in yeast67, suggesting that while mammalian

genomes have evolved to tune expression by multiplying binding-sites for the same TF, the

evolution of yeast may had taken another strategy to regulate expression. Another example

is the signal for nucleosome eviction. While yeast and fly utilize intrinsic physical properties

of AT-rich tracts, mammalian genomes likely rely on a different mechanism to achieve the

same eviction of nucleosomes from their CpG-rich promoters. In addition, different

organisms employ various epigenetic strategies to shut down the expression of specific

target genes. Some epigenetic silencing complexes such as the Sir protein complex in yeast

and Polycomb in fly and mammalian share many features55,68. However, DNA methylation

at CpG dinucleotides, which is commonly associated with gene silencing in mammalian, is

not a predominant mechanism in fly and yeast55,69. Although genomes differ in the extent to

which they utilize different features of the transcriptional grammar, an intriguing question is
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whether the behavior of each feature is universal across organisms. For example, will AT-

rich tracts inhibit nucleosome formation even in the CpG-rich promoters found in

mammalian genomes? Since the physical and biochemical characteristic of TFs and DNA

molecules do not change between organisms, it is tempting to hypothesize that the principle

rules governing transcription should be maintained, but this awaits further experimentation.

As one example, although multiplicity of TFBSs is not a prevalent feature of yeast

promoters, increasing binding site number led to an increase in expression29 in a similar

fashion as observed in mammalian39.

Can we solve the grammar of transcription solely by increasing the

throughput of the number of sequences designed and measured?

Recent advances in technology provide en efficient mean to design, construct and accurately

measure the effect of thousands regulatory sequences on expression. Further reductions in

DNA synthesis and sequencing costs in combination with increased quality and length of the

synthesized oligos can lead to an era in which experiments will no longer be the major

limiting factor. Researchers should soon be able to systematically test the effect of various

elements on gene expression and by that increase our understanding of the relative

contribution of each regulatory element to expression. However, it is unclear whether

overcoming this experimental barrier will be sufficient for deciphering the grammar of

transcriptional regulation. The main challenge of this approach is its inherent limitation to

study regulatory elements that we already know. Many novel insights into transcriptional

regulation were achieved by the discovery of new regulatory mechanisms such as DNA

methylation, ncRNA, and nucleosomes. For example, the incorporation of nucleosomes and,

specifically, poly(dA:dT) tracts into the computational models improved their performance

in predicting expression from sequence64. This discovery of “hidden factors” in the DNA

sequence is essential to our progress in understanding the grammar of transcription, and

such an understanding cannot be achieved solely by increasing the throughput of sequence

measurements. We thus believe that successful approaches for deciphering regulatory

grammar should combine powerful synthetic-based approaches for dissecting the effect of

known regulatory elements as well as exploratory unbiased approaches that have the

potential of uncovering previously unknown regulatory mechanisms.
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Figure 1. Illustration of grammatical rules and their effect on gene expression
Transcriptional grammar. The rules of transcription regulation are illustrated as “grammar

cards”. Each card represents a different rule. For example, the number of binding sites for

the same TF, the distance of one TF from the TSS, the orientation of the binding-site relative

to the TSS, etc.

Expression function. The function by which each rule affects expression. For example:

cooperative binding results in a sigmoidal curve since one binding event increases the

probability of another binding to occur, resulting in higher expression. The x-axis changes

according to the rule identity. For example, for the rule of binding-site location, the x-axis

represents distance from the TSS (in bp).
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Figure 2. High-throughput measurements of thousands of systematically designed regulatory
sequences
Fluorescence-based measurements. ssDNA oligos are synthesized on an array and harvested

as a single pool. The entire library is cloned into a plasmid upstream of a fluorescent

reporter (YFP). A plasmid pool is transformed into yeast such that each cell expresses a

single plasmid. Cells are sorted into bins according to their YFP/mCherry ratio using

fluorescence activated cell sorter (FACS). Promoters from each bin are then amplified and

sent for deep sequencing. In the final step, the activity of each sequence in the library is

computed by calculating reads distribution among expression bins.

RNA-seq based measurements. ssDNA oligos are synthesized on an array and harvested as a

single pool. The entire library is cloned into a plasmid upstream of an open reading frame.

Each plasmid carries a unique barcode sequence downstream to the ORF. Plasmids can be

in-vitro transcribed or transfected into mammalian cells for in-vivo studies. Next, plasmids
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and mRNAs are extracted from cells, barcodes are amplified and sent for deep sequencing.

In the final step, the activity of each sequence in the library is computed by calculating the

ratio between RNAseq and DNAseq reads number (Ei).
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