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Abstract

The widespread use of magnetic resonance imaging (MRI) in the study of child- and adult-onset

developmental psychopathologies has generated many investigations that have measured brain

structure and function in vivo throughout development, often generating great excitement over our

ability to visualize the living, developing brain using the attractive, even seductive images that

these studies produce. Often lost in this excitement is the recognition that brain imaging generally,

and MRI in particular, is simply a technology, one that does not fundamentally differ from any

other technology, be it a blood test, a genotyping assay, a biochemical assay, or behavioral test.

No technology alone can generate valid scientific findings. Rather, it is only technology coupled

with a strong experimental design that can generate valid and reproducible findings that lead to

new insights into the mechanisms of disease and therapeutic response.

In this review we discuss selected studies to illustrate the most common and important limitations

of MRI study designs as most commonly implemented thus far, as well as the misunderstanding

that the interpretations of findings from those studies can create for our theories of developmental

psychopathologies. Those limitations are in large part responsible thus far for the generally poor

reproducibility of findings across studies, poor generalizability to the larger population, failure to

identify developmental trajectories, inability to distinguish causes from effects of illness, and poor

ability to infer causal mechanisms in most MRI studies of developmental psychopathologies. For

each of these limitations in study design and the difficulties they entail for the interpretation of

findings, we discuss various approaches that numerous laboratories are now taking to address

those difficulties, which have in common the yoking of brain imaging technologies to studies with

inherently stronger designs that permit more valid and more powerful causal inferences. Those

study designs include epidemiological, longitudinal, high-risk, clinical trials, and multimodal

imaging studies. We highlight several studies that have yoked brain imaging technologies to these

stronger designs to illustrate how doing so can aid our understanding of disease mechanisms and

in the foreseeable future can improve clinical diagnosis, prevention, and treatment planning for

developmental psychopathologies.
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Introduction

Magnetic resonance imaging (MRI) is one of very few non-invasive techniques that permit

in vivo assessment of brain structure and function without exposure to radiation. Given the

ethical constraints of radiation-based imaging in children, MRI has been used almost

exclusively in imaging studies of normal brain development and developmental

psychopathologies. Similarly, MRI has become the most common technique in imaging

studies of adult psychopathologies, largely because of its widespread availability and non-

invasiveness, and particularly because of its ability to quantify neurobiological features

throughout the brain across numerous modalities, including brain structure, the

concentrations of chemical metabolites and neurotransmitters, the integrity of nerve fiber

tracts, and activity-dependent changes in blood flow.

By virtue of its ability to provide a window into the living, developing brain, MRI as a

technology has the unique potential to illuminate the core pathophysiological mechanisms of

mental illness in children and adults and to help identify novel therapeutic targets that will

improve their treatments. Despite its unquestionable and extraordinary value as a

technological tool, however, the use of MRI in studies of applied neuroscience and

developmental psychopathologies thus far, in some important ways, has fallen short of its

promises in what it has taught us about the mechanisms of psychiatric disease and its

treatments. Some of the most prominent concerns for the limited progress made in MRI

studies thus far include:

1. Most MRI studies have been designed as case-control studies in which participants

have been drawn from samples of convenience, usually from local clinics of

chronically ill and already treated patients. The differing sample characteristics

across studies have contributed to the inconsistent findings across imaging studies.

Because reproducibility is a precondition of validity, the generally poor

reproducibility of MRI findings across studies (Valera et al., 2007, Hart et al.,

2013, Ahmed et al., 2012, Hulvershorn et al., 2011, Stanfield et al., 2008, Hirai and

Jones, 1989, Arnone et al., 2009) has generated a body of work that is, to a

considerable extent, of questionable validity and value. Moreover, biased sampling

has produced MRI findings that are unlikely to generalize to the larger population

of patients with that illness. The poor generalizability associated with sampling bias

and the poor reproducibility of positive findings have both been compounded by

the poor statistical power associated with small sample sizes of most imaging

studies, which is generally a consequence of the relative expense and technological

complexity of conducting MRI studies. These problems of reliability, validity, and

generalizability associated with small sample sizes are only worsened by the

frequent use of liberal statistical thresholds and poorly specified a priori

hypotheses, as noted elsewhere (Button et al., 2013, Philip et al., 2012).
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2. Very few imaging studies have thus far identified valid trajectories of brain

development in health and illness. Many cross-sectional studies have reported age

correlates of MRI measures that have been interpreted as developmental

trajectories, but most of those inferred trajectories are likely to be incorrect

because, as is well known and amply documented, valid developmental trajectories

cannot be inferred from data acquired only in temporal cross-section (Kraemer et

al., 2000).

3. The vast majority of findings reported in studies of psychiatric illnesses have been

unable to distinguish the causes of an illness from its effects or its treatments. Many

of the findings reported in the literature, for example, have been interpreted as

likely representing a central pathogenic mechanism that causes the illness, when in

fact subsequent findings suggest that the initial findings represent instead either the

downstream, epiphenomenal effects of illness (such as the effects of stress that

chronic illness inevitably bring) or responses of the brain that help to compensate

for the presence of illness.

4. Imaging studies thus far have largely failed to identify the causal mechanisms that

produce developmental psychopathologies or of the interventions that have been

used to treat them.

5. Imaging studies have not yet integrated information across imaging modalities to

understand how anatomical, functional, neurochemical, and connectivity

characteristics of the brain relate to one another in any given disorder, or which of

these characteristics is the more fundamental of the various disturbances identified

in an illness.

6. Imaging studies have not proved useful for improving clinical diagnosis or for

planning individualized treatments.

Herein we review in detail these various limitations of MRI research thus far in improving

our understanding of the neural bases of developmental psychopathologies in children and

adults. We suggest experimental approaches to address each limitation and highlight studies

that have successfully employed them. We emphasize that MRI is simply an experimental

tool that provides an interesting set of measures of the brain and that no tool in and of itself

can produce valid or reproducible findings. No tool or measure, in other words, can

substitute for sound study design. When MRI is used without regard to the strengths and

limitations of the design of the study in which it is used, this interesting tool fails to achieve

its intended purpose and cannot realize its fullest potential. In contrast, when MRI

techniques are integrated into sound study designs that are developmentally and

pathophysiologically informative, the great potential of MRI to reveal the core mechanisms

of neuropsychiatric illness and their treatments can be more fully realized.

The fundamental challenge of imaging studies, and the challenge for any tool in studying the

pathogenesis of human illness, for that matter, is the impossibility of conducting a true

“experiment” in which a variable is experimentally controlled and manipulated to

understand its pathogenic role in the illness. To state the crux of the problem rather crudely,

human beings cannot be assigned randomly to have an illness or not. Because the illness
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variable cannot be experimentally controlled and manipulated, we must rely both on

naturalistic associations of imaging measures with the illness variable and on study designs

other than experimental manipulations to infer the underlying causal mechanisms of

developmental disorders. Imaging studies have increasingly invoked study designs that

permit stronger causal inferences than most study designs have permitted previously.

Given our current focus on the influences of study design on the findings of imaging studies,

we will not discuss in depth the technical limitations of MRI studies. Technical limitations

that are independent of study design—such as inadequate statistical analyses, small sample

sizes that are underpowered to detect hypothesized effects, the use of unreliable imaging

measures, or the use of unsuitable control groups (Button et al., 2013, Schwartz and Susser,

2011)—clearly can compromise the validity and reproducibility of findings from MRI

studies. Our review, however, will concentrate on the limitations of the design of imaging

studies because they have received relatively less attention thus far in the literature, and

because they are generally independent of technical or statistical problems in imaging

studies.

Limitations of case-control designs with samples of convenience: the importance of
ascertainment bias

Participants in case-control studies are selected on the basis of the presence or absence of an

illness in order to determine the relative risk that a particular “exposure” or past attribute

likely was involved in causing the illness. When both groups of individuals are drawn from

representative and demographically matched populations, and when those groups are

demographically matched to one another, the “differences” that emerge between the ill and

well groups likely reflect an underlying causal risk. In fact, the appropriate use of a case-

control design requires that both groups derive from representative populations. Sampling

representative populations ensures that the differences detected between groups validly

associate with the disease process. Nevertheless, in the absence of additional elements of a

developmentally informed study design, the use of representative populations alone cannot

generate findings that unambiguously differentiate the effects of an illness from its causes.

In contrast, when individuals who are neither representative of all people in the population

who have the illness nor demographically representative of the general community are

recruited into a case-control study, the “differences” detected across the cases and controls

likely represent their differing demographic and socioeconomic characteristics, not the

relative risk that the measured difference carries for the illness. Thus when case-control

imaging studies recruit participants from samples of convenience, such as local clinics,

patient advocacy organizations, or particular socioeconomic groups, the differences detected

in the brains of the cases and controls likely represent features that derive from these

ascertainment biases rather than from the features of the brain that ultimately cause the

illness. Moreover, studies that recruit predominantly from local clinics or inpatient units of a

hospital may recruit selectively for particular subtypes of illness or certain social-

demographic characteristics. Different clinics have different demographics of patient

populations and different reasons for their patients coming to clinical attention and seeking

care, and the various features of their illnesses and comorbidities, and the social forces that
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bring those patients to clinical attention, vary dramatically across sites. Therefore, case-

control imaging studies that recruit from different clinical populations will differ in the

imaging findings that those clinical samples yield.

Take, for example, the fact that although 60% of individuals with autism have an IQ less

than 70, most imaging studies of autism recruit predominantly “high functioning”

individuals with IQs above 70 (Chakrabarti and Fombonne, 2005, Stanfield et al., 2008).

Findings in those samples cannot be assumed to accurately represent the brain features that

would be found in the general population of all persons with the illness. Meta-analyses

provide additional evidence that the significant heterogeneity in findings across study sites

may derive from differences in sampling of populations with autism. A reduction in the

cross-sectional area of cerebellar vermal lobules VII, for example, was one of the first

anatomical abnormalities reported in persons with autism (Courchesne et al., 1988) and was

thought to contribute to cognitive abnormalities associated with the illness. This finding,

however, has been detected inconsistently in subsequent studies (Kleiman et al., 1992,

Hardan et al., 2001, Hashimoto et al., 1995). Meta-analyses suggest that a smaller vermis

may associate with a younger age and lower IQ in persons who have autism, and therefore

this finding may not be present in either older or higher functioning persons in the

population (Stanfield et al., 2008). Although longitudinal studies of representative

populations are necessary to clarify the sources for inconsistent findings across sites, we

posit that much of the inconsistency derives from differing sampling or recruitment

procedures that produce clinical and demographic differences in study populations across

sites.

Often when critiquing the generalizability of the population recruited into a study, we assess

how well the ill participants match the distribution of demographic and clinical

characteristics expected in the general population, and we attend less to the

representativeness of the healthy control sample. Most studies include a healthy control

group of participants who have no axis I disorders, even those disorders that are present in

many individuals within the patient group (Schwartz and Susser, 2011). The use of these

“well controls” may actually decrease the validity of findings from a study because

differences detected between the ill and well groups may not reflect the disorder of interest,

but instead the differences associated with comorbid illnesses (Schwartz and Susser, 2011).

Furthermore, the inclusion of “well controls” can bias the detection of group differences. A

critical review of neuroimaging findings of lateral ventricle size in schizophrenia concluded

that although absolute volumes appeared consistent across studies of persons with

schizophrenia, the ability to detect a difference between patient and control groups varied

depending on the use of “well” controls or matched controls (Chua and McKenna, 1995).

On the other hand, control participants recruited as samples of convenience can also include

individuals who are less healthy than expected. For example, control participants who

respond to advertisements often yield children whose parents may have had long-standing

concerns about their child's health and who view the study as one means of acquiring a free

assessment of their child (Harth and Thong, 1990). Samples of convenience also tend to

recruit either unusually altruistic families who want to help society, or impoverished

families who view study participation as a means to supplement income (Harth et al., 1992,

Hoberman et al., 2013, Harth and Thong, 1990). These ascertainment biases may be
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represented in the brains of these children in some unknown way. Those brain features,

whether a product of ascertainment bias in the ill or well groups, may obscure the true

distinguishing features of the illness being studied. Finally, the problematic effects of

differing ascertainment bias in imaging findings across differing recruitment sites are only

compounded by the use of differing imaging methods across sites, such as use of differing

scanners and field strengths, different pulse sequences, and different methods for processing

the images.

Suggested solutions—Imaging designs should increasingly minimize selection bias by

recruiting representative samples of study participants. One possible option, which can

require considerable resources, is to recruit and scan a representative, epidemiologically

ascertained sample (Waber et al., 2007, Sowell et al., 2004). Another option involves yoking

imaging studies to already ascertained epidemiological samples, or at least a representative

subset of such a sample. This latter approach is more feasible to accomplish than creating an

epidemiological sample de novo, because it recruits from a population whose members have

established a relationship with the primary study team and have demonstrated a willingness

to participate in research, making high rates of participation, and therefore representative

sampling, more likely. In addition and most importantly, however, the imaging of

participants in these representative samples minimizes confounding from ascertainment

biases, and therefore the findings from these samples should generalize to the larger

population.

An added benefit to recruitment from epidemiologically ascertained populations comes

when the epidemiological study has prospectively collected biological or environmental data

at one time point, and imaging is conducted at a second time point, allowing inferences to be

made concerning how prior biological or environmental risk factors may affect subsequent

structural and functional brain phenotypes (Paus, 2010). One epidemiological study, for

example, followed from pregnancy a non-clinical, community based sample of children who

had varying levels of prenatal exposure to the pesticide chlorpyrifos (CPF) and showed that

prenatal CPF level was associated with lower full-scale IQ in children at age seven (Rauh et

al., 2011). When imaging was yoked to the study, forty of the original 369 children were

stratified as either low- or high-exposure to CPF (Rauh et al., 2012). Because only a subset

of the original sample was scanned, it is important to note that nearly all eligible participants

in the low- and high-exposure groups participated in the imaging study, and that neither the

low nor high-exposure children differed from each other in demographic or birth

characteristics, nor did the scanned sample differ from the original sample, all of which

suggests that the imaging study retained the representative sampling present in the original

epidemiologically ascertained cohort. The study found that CPF exposure correlated

positively, and in a dose-dependent manner, with regional enlargements of the cerebral

surface and with thinning of frontal and parietal cortices. The dose-response relationship

between CPF levels and brain structure, combined with the fact that exposure to the

neurotoxic agent temporally preceded the imaging measurements and cognitive assessments,

supports the strong causal inference that CPF exposure produced the imaging findings and

cognitive abnormalities in this sample. These causal inferences would not have been

possible in the absence of a community-based, representative sampling of participants.
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Moreover, the availability and use of the imaging technology allowed identification of the

brain regions that CPF affects and a preliminary understanding of the biological pathways

through which CPF disrupts cognition.

Although recruiting from epidemiological samples increases the generalizability and validity

of findings in studies that employ case-control designs, generalizability may still be

compromised when the individuals who consent to participate in the imaging component

differ from the subset who decline participation. The latter subset often excludes the more

severely affected participants who are unable to comply with the demands of the scanning

procedures. Further, if scanning requires travel to the study site, scanned individuals may be

those who have greater functional capacity and thereby can negotiate the complexities of

travel. When assessing the generalizability of findings, even of an imaging study yoked to

an epidemiologically ascertained sample, it is essential to note whether the imaged sample

differed statistically in demographic or clinical measures from the original sample. Of

course the ideal way to ensure that the imaging subsample is representative of the larger

sample from which it is drawn is to ensure that nearly all members of the larger sample, or

some randomly selected subsample, participate in the imaging study.

Limitations of cross-sectional studies: inability to identify developmental trajectories

Cross-sectional imaging studies typically compare one brain imaging measure across two or

more diagnostic groups, and the group differences are usually interpreted as representing an

abnormality in the patient group that has contributed causally to the disease process. Even

when groups are demographically matched to one another, a cross-sectional study cannot

distinguish the effects of an illness from its causes. Cross-sectional studies also often report

age correlations that are interpreted as representing the developmental trajectory of the

imaging measure in one or both groups. Those findings from cross-sectional studies,

however, often confuse and mislead us in our understanding of the true natural history and

developmental correlates of an illness (Kraemer et al., 2000). Investigators of cross-sectional

studies, or at least readers of them, commonly misinterpret age correlations by assuming that

younger and older members of the sample who nominally share the same diagnosis belong

to a single larger population of participants who have the same illness, so that younger

subject will, with time, be identical to their older counterparts in the pathogenesis of their

illness as well as in its phenomenology, familial risk, patterns of comorbidities, natural

history, and treatment responsiveness. These assumptions, however, are nearly always

invalid for developmental psychopathologies, as essentially all of these features differ

between illnesses that begin in childhood or adulthood. Moreover, these features usually

differ between younger and older participants with childhood onset illness because most

illnesses with a childhood onset improve in some of the children over time, so that those

who are ascertained in samples of convenience from treatment clinics will recruit older

participants who have more persistent illness than the total sample of younger participants,

because the older participants who have improved have preferentially left the clinic.

Therefore, when recruiting participants of differing ages into a cross-sectional study,

ascertainment biases lead to differing subtypes of illness being preferentially recruited in

childhood and adulthood. Because children ascertained in temporal cross-section almost

certainly will not grow into their adult counterparts in the study, the statistically significant
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differences between children, adolescents, and adults, and the correlations of imaging

measures with age within a cross-sectional study, cannot be equated with the true

developmental trajectory of the imaging measure in persons who have the illness. Instead,

those findings much more likely represent the differences between age groups that derive

from powerful ascertainment biases that determine who is recruited and who is not recruited

into the imaging study.

In our own studies of Tourette syndrome, for example, we reported larger prefrontal cortices

in affected children but smaller prefrontal cortices in affected adults compared with age-

matched, healthy controls (Peterson et al., 2001). Further, we found that cortical volume

correlated inversely with symptom severity. Rather than suggesting that cortical volumes

may decline over the life course in Tourette syndrome, we interpreted the findings from this

study as representing a selection bias in which the adult participants, who were patients

ascertained from a local clinic, represented the smaller subset of persons with a lifetime

history of Tourette syndrome who continue to display symptoms past childhood, who have

more severe illness, and who likely are unable to compensate for symptoms through

prefrontally mediated pathways. Subsequent studies have shown beyond any doubt that

adults who have persistent illness differ from children and adolescent patients in measures of

brain structure and function (Plessen et al., 2009), and together those studies suggest

strongly that an ascertainment bias that derives from recruiting still-symptomatic adults is

responsible for these age-specific differences in imaging measures across diagnostic groups.

Studies of persons with autism also suggest the presence of significant age effects in

multiple brain regions. Enlargement of the cerebral hemispheres is generally, but not

consistently, detected in persons with autism, and studies suggest that although cerebral

enlargement may characterize individuals in early childhood, cerebral enlargement may

either “normalize” or reverse in adulthood (Duerden et al., 2012). Relative to controls,

children with autism were more likely than adults with autism to have increased gray matter

in the fusiform gyrus, cingulate gyrus, and insula, regions thought to support the processing

of social context (Duerden et al., 2012). Despite studies suggesting that an enlarged

amygdala in individuals with autism associates with the core deficits of the disorder

(Mosconi et al., 2009, Schumann et al., 2009, Kim et al., 2010), other studies suggest that

volumes of the amygdala are either small (Pierce et al., 2001, Nacewicz et al., 2006) or

similar to volumes in typically developing controls (Haznedar et al., 2000, Corbett et al.,

2009, Palmen et al., 2006, Nacewicz et al., 2006). Meta-analyses suggest that this

inconsistency may derive from enlarged amygdala volumes in young children but normal

volumes in older groups (Dickstein et al., 2013). Although many of these studies suggest

that brain abnormalities may “normalize” over time, this inference cannot be made from

cross-sectional data alone.

Cross-sectional studies of attention deficit hyperactivity disorder (ADHD) have also

produced variable findings across multiple brain regions, despite the presence of reasonably

consistent findings of prefrontal hypoactivation across both adults and children (Cortese et

al., 2012). For example, a meta-analysis of cross-sectional data suggests that hypoactivation

in the somatomotor system is less prominent in adults than in children with ADHD, whereas

adults with ADHD have greater activity in visual and dorsal attention systems (Cortese et
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al., 2012). These findings may suggest that abnormal functional activity in prefrontal regions

characterizes illness in both children and adults, whereas hypoactivation of somatomotor

regions in children may attenuate and “normalize” as motoric hyperactivity decreases with

age. Conversely, the increased activity within the dorsal and ventral attentional systems of

adults could represent neural mechanisms that compensate for the presence of illness to

support the improvement in clinical symptoms over adolescence and young adulthood.

However, in the absence of longitudinal studies, we cannot validly interpret from these

cross-sectional studies alone how brain changes may associate with symptom measures

throughout development.

Cross-sectional studies of psychotic populations similarly yield findings that may misinform

interpretations of the developmental trajectories of the brain that relate to the illness. Cross-

sectional studies that recruit on the basis of differing phase of illness attempt to generate the

same findings as those that would be obtained from longitudinal studies. These studies may

recruit, for example, adolescents and young adults who are at high-risk for schizophrenia

and individuals who are either in their first episode or a chronic phase of illness to assess

how an imaging measure that varies with age is associated with progression of the illness

(Velakoulis et al., 2006). Yet without longitudinal follow-up of the participants in the earlier

phases of illness in these samples, we cannot know whether participants recruited as a high-

risk group will develop a full-blown psychotic disorder, and if they do develop full-blown

psychosis, whether an age-related change in imaging measure would accompany this

transition. Further, individuals in different stages of schizophrenic illness differ greatly in

their phenotypes, degrees of familial risk, associated comorbidities, life stressors, and

treatment histories. The oft-made assertion that an imaging finding, such as hippocampal

age-related “atrophy,” causes the illness or contributed to its developmental progression, can

never be proved in a study of cross-sectional design. In fact, that developmental

interpretation seems highly unlikely at face value, in light of the numerous ascertainment

biases that create systematic differences across participants of differing ages or phases of

illness in the study sample.

Suggested solutions—Longitudinal imaging studies have clarified, extended, and often

corrected interpretations of the initial findings generated by cross-sectional imaging studies.

For example, one cross-sectional study in children and adolescents with ADHD

demonstrated the presence of reductions bilaterally in inferior prefrontal and anterior

temporal cortices (Sowell et al., 2003). The absence of differing age correlates across the

ADHD and control groups suggested that these were likely to be static deficits from young

childhood through later adolescence. A larger, longitudinal study subsequently

demonstrated, however, that these reductions in frontal and temporal cortices were likely the

consequence of a developmental delay in which prefrontal and anterior temporal regions are

the last to mature, lagging behind in the ADHD group by an average of 3 or more years

relative to the typically developing control participants (Shaw et al., 2007). This

maturational delay likely would never have been detected, and it could not have been

proved, in a cross-sectional study alone.

Two longitudinal imaging studies of young children between 1 and 5 years of age have

reported altered trajectories of brain development in Autism Spectrum Disorders (ASD)
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(Schumann et al., 2010, Hazlett et al., 2011). Both studies reported that brain volumes in

infants with ASD were larger than brain volumes in typically developing controls at multiple

times points, beginning prior to age two. The findings of the studies are thus highly

consistent with one another and inform us immensely about the abnormal developmental

trajectories of early brain development in ASD. As the studies only scanned children

through age 5, however, we cannot yet know how developmental trajectories in these

volumes continue to change through later childhood and adolescence. In addition, these

studies document that brain enlargement occurs early in the course of illness and continues

into early childhood, but the participants recruited into these samples were already ill;

therefore, we cannot know from these studies whether brain enlargement precedes or

follows onset of illness, nor whether enlargement is a potential cause or consequence of the

illness. Although longitudinal studies better inform us than do cross-sectional studies about

the developmental trajectories of brain measures in health and illness, even longitudinal

studies of already-ill individuals cannot by themselves disentangle the causes of an illness

from its consequences.

Despite the strengths of longitudinal study designs in identifying true developmental

trajectories, we note that the validity of findings from longitudinal studies can be

undermined substantially by the effects of participant dropout over time, particularly in

studies that use an “accelerated longitudinal design”, in which longitudinal data are collected

in multiple age cohorts over time. Accelerated longitudinal designs are intended to provide a

way to assess developmental trajectories over a broad age range in a study of relatively short

duration (Harezlak et al., 2005). One imaging study that employed such a design is the

NIMH Childhood Onset Schizophrenia study, which longitudinally followed multiple age

cohorts spanning early childhood to young adulthood. Participants were scanned

approximately every two years. The majority of participants were scanned at only two time

points, and some participants were scanned at only one time point. Thus the majority of

participants were not scanned longitudinally from childhood through adulthood. The

findings from that study suggested that exaggerated cortical thinning may be an

endophenotype of schizophrenia, as it is more prominent in young people with

schizophrenia and in their unaffected siblings than in healthy controls (Gogtay, 2008). The

repeated measures within the study also suggested that cortical thinning in the sibling cohort

may “normalize” between the ages of 17 and 20 (Gogtay et al., 2007, Mattai et al., 2011).

The study, however, suffers from a substantial “cohort” effect, wherein the participants who

were scanned at a younger age do not necessarily correspond longitudinally with the

participants scanned at an older age, in that participants were recruited into the study at

various ages, and then the cohort suffered substantial dropout. Thus we cannot know

whether the age-related normalization of cortical thickness would be true for all participants

if they had all been recruited into the study at roughly the same age and had all been retained

in the sample as they were followed and imaged longitudinally. It is possible, for example,

that a more rapid thinning of the cortical mantle produces greater debility and thereby

predisposes to dropout from the study, in which case older participants retained in the study

would have less prominent cortical thinning, and cortical thickness in the retained cohort

would erroneously appear to normalize with increasing age. Accelerated longitudinal

designs can provide important preliminary data in disorders of low prevalence in which
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recruiting representative samples proves difficult. However, cohort effects can significantly

undermine the validity of the developmental interpretations from the findings of these

studies.

Another challenge associated with MRI studies of development, in particular longitudinal

studies, derives from to the marked qualitative and quantitative anatomical changes that the

brain undergoes across development. These changes render desirable the use of age-

appropriate brain templates and normalization procedures needed to transform individual

images of the brain into a common stereotactic space (Almli et al., 2007), so as to minimize

the introduction of bias within image processing procedures that can influence findings, at

least for a given age group (Fonov et al., 2011).

Lastly, most longitudinal studies using fMRI to study task-related brain activations have

assumed that age-related changes in blood oxygenation level dependent (BOLD) responses

to specific tasks can be interpreted as representing corresponding age-related changes in

underlying neural activity. However, changes in the cerebrovascular system with age can

alter the BOLD signal, complicating this interpretation. These limitations in interpreting

longitudinal fMRI data can be overcome to some extent by adding to the imaging measures

arterial spin labeling (ASL) combined with a hyperoxic challenge, known as “calibrated

fMRI”. This technique provides measures of cerebral blood flow (CBF) and BOLD signal

that can help to quantify the various components of the BOLD signal, including changes in

cerebral metabolic rate of oxygen. Calibrated fMRI can therefore help to determine whether

age-related changes in BOLD signal represent true age-related changes in underlying neural

activity and responsivity (Mohtasib et al., 2012). The validity of longitudinal studies using

fMRI can be further compromised by use of fMRI measurements with low test-retest

reliability, a key characteristic of fMRI studies that only recently has begun to receive the

attention it deserves (van den Bulk et al., 2013). Similarly, the effects of habituation or

learning on fMRI measurements over time should be considered because they can bias

longitudinal measurements. Thus, although longitudinal study designs can improve our

ability to identify true developmental trajectories in imaging measures, fMRI in particular

has additional limitations when used to study age correlates in longitudinal studies,

limitations that can be overcome only by technological adjustments to the imaging measures

themselves (for example, using calibrated fMRI) or by using appropriate experimental

designs that minimize random or systematic errors in the acquisition of measurements

longitudinally.

The limitations of studying already-affected individuals: inability to distinguish causes
from consequences of illness

Perhaps the major current challenge common to nearly all brain imaging studies is

distinguishing which findings represent core pathophysiological processes, which findings

are simply epiphenomena, and which represent compensatory or adaptive changes of the

nervous system to the presence of illness (Peterson, 2003). Mental illnesses, especially those

that manifest early in life, produce chronic, debilitating symptoms that have numerous

physical, emotional, cognitive, and social consequences for the individuals who have those

illnesses, and those consequences are likely to be represented prominently in the brain as
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epiphenomenal effects. The symptoms associated with mental illness in already-affected

individuals are thus likely to induce secondary changes in neural systems distributed

throughout the brain that coexist with the primary brain disturbances that produced and

maintained symptoms of the illness in the first place. These primary brain abnormalities that

caused the illness can be exceedingly difficult to disentangle from the secondary ones that

are its consequences. Long-lasting brain changes induced by treatment further complicate

attempts to disentangle the causes of an illness from its effects.

Among these secondary abnormalities are changes that represent compensatory responses to

the presence of illness that originates elsewhere in the brain. Compensatory responses are

likely represented commonly in the findings of brain imaging studies, given that the brain is

quintessentially a homeostatic organ (Karatsoreos and McEwen, 2013). Despite the likely

presence of compensatory changes in the brain, imaging studies of already-affected

individuals almost invariably interpret group differences in an imaging measure as

representing a cause of the illness rather than as a possible compensatory response.

Undoubtedly, identifying compensatory responses of the brain can itself be of great

scientific importance, as it can help to identify targets for the development of new

treatments. But the fact remains that MRI studies as thus far designed and executed have

generally been unable to discriminate the causes of an illness from its compensatory

responses, or from the epiphenomenal effects of the illness, or from the consequences of

prior treatments. These failings in many respects have left the field of brain imaging adrift in

a sea of findings that are difficult to interpret in terms of their true relevance to pathogenesis

and treatment.

Imaging findings from already-affected patients thus inherently preclude us from discerning

the causes of an illness from its consequences, an interpretive problem that can be amply

illustrated with findings from cross-sectional studies in patients with obsessive-compulsive

disorder (OCD). Resting hypermetabolism and elevated blood flow in OCD patients in

fronto-striatal circuits, including the anterior cingulate cortex, inferior prefrontal cortex, and

striatum, has long been interpreted as evidence favoring that increased activity in these

regions produces OCD symptoms such as obsessions and compulsions (Baxter et al., 1987,

Baxter et al., 1988, Breiter et al., 1996, Rauch et al., 1994, Swedo et al., 1989). This

interpretation was subsequently reinforced by findings that activity in fronto-striatal regions

correlates positively with severity of OCD symptoms and that successful treatments for

OCD normalize this activity (Baxter et al., 1992, Benkelfat et al., 1990, Rubin et al., 1995,

Schwartz et al., 1996, Swedo et al., 1992, Lazaro et al., 2008). But whether elevated activity

in fronto-striatal circuits is a cause or a consequence of OCD symptoms is unclear. Indeed,

findings from studies of Tourette syndrome and other conditions have called into question

the interpretation that elevated fronto-striatal activity is a cause of OCD, for several reasons.

First, fronto-striatal circuits increase in activity during the voluntary suppression of motor

tics in Tourette syndrome in regions similar to those where activity was reported to be

increased in OCD (Peterson et al., 1998). The similar patterns of fronto-striatal activity

during tic suppression in Tourette syndrome and during rest in OCD suggest that the

increased activity in OCD could be a consequence of the general requirement that patients

with OCD suppress their compulsions in the scanner or during the period of radioligand
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uptake before the scan. The suppression of compulsions and tics may therefore engage

similar regulatory circuits which, rather than causing these symptoms, help to regulate or

control them under certain conditions. Support for this alternative interpretation comes from

a variety of studies in which the task or scanning environment requires suppression of some

kind of automatic response. For example, activation of frontostriatal circuits has been

reported during performance of tasks that require inhibitory control, such as the Stroop,

Simon, and go/no-go tasks (Bush et al., 1998, Carter et al., 1995, Leung et al., 2000, Pardo

et al., 1990, Peterson et al., 2002, Peterson et al., 1999, Horga et al., 2011, Kerns et al.,

2004), during pain studies in which participants must inhibit withdrawal of the painful

extremity (Craig et al., 1996, Derbyshire and Jones, 1998, Derbyshire et al., 1997, Talbot et

al., 1991), and in studies of induced itch in which participants are not allowed to scratch

(Hsieh et al., 1994).

Second, neither the correlations of neural activity with symptom severity nor treatment-

induced normalization of activity in OCD can definitively distinguish cause from effect of

the illness. More severe urges to execute tics or compulsive behaviors will typically require

stronger activation of regulatory mechanisms to suppress those behaviors. Therefore,

correlations between the strength of activation in fronto-striatal circuits and ratings of

symptom severity can simply indicate that patients with more severe symptoms have

stronger demands for regulatory control in the experimental setting. Consequently,

improvements in symptom severity following treatment will also reduce the demands for

engaging regulatory control and, thus, will also reduce neural activation of regulatory

circuits. Correlations between symptom severity and brain measures that represent

secondary adaptations to symptoms are thus expected, as are correlations between changes

in symptom severity over time and changes in brain measures secondary to those symptoms.

For this reason, the cause-or-consequence dilemma affects cross-sectional and longitudinal

designs equally. Brain changes that are detected longitudinally in close temporal proximity

to the onset or exacerbation of symptoms can still represent either the core process

underlying the progression of symptoms or a compensatory reaction to them.

Suggested solutions—To disentangle cause and effect, imaging studies may be

extended to high-risk cohorts to identify “trait” or vulnerability markers that predispose

individuals to mental illness. These studies compare individuals who are not ill, but who are

nevertheless at high risk for developing an illness, with individuals who are at low risk for

developing that illness. High-risk cohorts, such as the unaffected siblings or offspring of

individuals affected with an illness, offer a unique opportunity to investigate vulnerability

markers involved in the illness in the absence of overt clinical symptoms, and thus also

without significant contamination from compensatory changes induced by the illness, the so-

called “state” or illness markers. This approach can be further enhanced by prospectively

following high-risk samples through time to identify pathophysiological processes

associated with conversion from vulnerability to overt illness and to identify individuals

who are resilient to the illness despite being at increased risk for it.

High-risk studies of developmental psychopathologies are now relatively common. For

example, an MRI study investigated nonpsychotic, full siblings of an epidemiologically

ascertained sample of probands with schizophrenia. These high-risk individuals had smaller
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hippocampal volumes relative to healthy individuals without a family history of

schizophrenia (Van Erp et al., 2002). Smaller hippocampal volumes and volume

abnormalities in other cortical regions have been established as vulnerability markers for

schizophrenia spectrum disorders in other high-risk samples defined on the basis of family

history or in clinical samples based on the presence of prodromal symptoms (Fusar-Poli et

al., 2011). Similar designs have been employed to study brain-based vulnerabilities for

addiction. Healthy individuals at high familial risk for stimulant addiction, for example, had

enlarged volumes of the amygdala and putamen relative to healthy individuals at low

familial risk, a trait that was also present in addicted individuals (Ersche et al., 2012). These

findings suggest that enlarged volumes of the amygdala and putamen are true markers of

vulnerability to addiction and not simply the brain-based consequences of prior addiction.

A similar approach was used to disentangle brain-based vulnerability markers associated

with schizophrenia from those associated with bipolar disorder (McDonald et al., 2004). The

markers of vulnerability were sought in unaffected, first-degree relatives of patients in both

diagnostic groups. Correlations were assessed between the degree of familial loading for

illness, defined as a continuous measure of liability based on the affected status and genetic

relatedness of family members, and measures of brain morphology in family members from

each of the two diagnostic groups. The degree of familial loading for schizophrenia was

associated with abnormalities in gray matter volume in bilateral frontal, striatal, thalamic,

and lateral temporal regions, whereas familial loading for bipolar disorder was associated

specifically with abnormalities in volumes of the anterior cingulate gyrus and ventral

striatum.

These studies illustrate the potential value of high-risk designs in identifying brain-based

markers of vulnerability for developing an illness, and therefore for disentangling a likely

causal risk factor for the illness from the consequences of the illness. The designs of these

prior studies, however, generally did not permit the further identification of resilience and

illness markers in the same sample. An exemplary study design that permits distinction of

these different markers has been implemented in a large, multi-generation cohort of families

with and without major depressive disorder (Weissman et al., 2006). Offspring with and

without familial history for depression, some of whom had a prior history of depressive

illness and many who did not, were scanned to identify vulnerability endophenotypes that

represented familial risk for depression independent of any personal history of depression.

Morphometric analyses of the brain in this cohort demonstrated large expanses of cortical

thinning across the lateral surface of the right cerebral hemisphere in persons at high familial

risk compared to those at low familial risk (Peterson et al., 2009b), along with reduced white

matter volumes in fronto-parietal regions (Dubin et al., 2012). Importantly, these risk effects

were present in individuals who had never been ill and therefore could not be the

consequences of prior illness or its treatment. The morphological abnormalities therefore

represented a true endophenotype for familial depressive illness.

A subsequent fMRI study aimed to isolate further the functional markers of risk, resilience,

and illness by capitalizing on the four subpopulations in this cohort defined by risk group

and prior illness history: (1) those at low familial risk who were never ill, (2) those at high

risk who were never ill, (3) those at low risk who had been ill, and (4) those at high risk who
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had been ill (Peterson et al., in press). Vulnerability markers were defined as brain

activations present significantly more in the high-risk group compared with the low-risk

group. Resilience markers were defined as brain activations present in high-risk individuals

who had never been ill but not in high-risk persons with lifetime illness, and that were more

prominent in the high-risk than in the low-risk group. Markers of lifetime illness were

defined as manifesting significantly more in persons with a lifetime history of depression

than in persons without a lifetime history of illness. Based on these definitions, the risk

marker included increased activation of insular, lateral prefrontal, and posterior cingulate

cortices as participants performed a self-regulatory task. A resilience marker comprised

increased activation of the dorsal anterior cingulate and dorsolateral prefrontal cortices.

Markers of lifetime illness included exaggerated deactivation of default-mode circuits.

Although the predictive value of these vulnerability and resilience markers remains to be

tested in prospective follow-up of this cohort, the design of this study provides a novel

framework to differentiate the neurobiological correlates of vulnerability, resilience, and

illness effects.

Limitations of correlational designs: inability to identify causal mechanisms of illnesses
and their treatments

MRI by itself cannot provide information about the causal relationship between brain

imaging measures and behavior. Nearly all studies of psychopathologies and their treatments

have yoked MRI measures to naturalistic, correlational designs, an understandable decision

given that randomizing an individual to have a given illness or not is impossible.

Nevertheless, because an imaging measure can only be correlated with a particular

diagnosis, and because correlation does not prove causality, determining whether an imaging

abnormality caused the disease, or whether the disease caused the imaging abnormality, or

whether an unidentified third underlying variable caused both the MRI abnormality and the

disease to yield the correlation of the imaging variable with the disease label, is

unfortunately impossible using naturalistic designs. Yoking imaging to high risk designs can

help to identify vulnerability markers, as we have already discussed. But high risk studies

cannot definitively prove that the imaging abnormality caused the illness. This limited

capacity for causal inference that naturalistic studies afford, however, is not unique to MRI;

rather, it is common to all phenomenological and neurophysiological measures employed in

naturalistic study designs.

Possible solutions—The gold standard method used to infer the causal effects of an

independent variable on a second, dependent variable is by experimentally controlling and

systematically varying the independent variable. A direct, systematic manipulation of the

values of the independent variable in conjunction with an unbiased assessment of the effects

that experimental manipulation of the independent variable has on the dependent variable

allows investigators to interpret any observed relationships between the variables as causal.

In medical research, this experimental control in the service of causal inference is best

exemplified by the Randomized Controlled Trial (RCT), a study design that manipulates an

independent variable, treatment, and then assesses the effects of that manipulation on a

second variable, illness severity. The RCT randomly assigns treatment, such as active

medication or placebo, to each participant in the study, thereby ensuring the absence of

Horga et al. Page 15

J Child Psychol Psychiatry. Author manuscript; available in PMC 2015 June 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



ascertainment bias in determining which participant receives which intervention. The effects

of that intervention on the outcome variable are then assessed blindly, with the participant

and investigator both unaware of the treatment that the participant is receiving. At the

completion of the trial, the random assignment and blind assessments allow the strong

inference to be made that the medication caused the observed change in the outcome

variable.

A similar strength of causal inference can be achieved when yoking imaging technologies to

an RCT. Instead of the traditional outcome measure of change in symptom severity,

however, the outcome measure in the yoked imaging study is a brain imaging measure. Then

the randomization of treatment and the blind assessments of outcome allow the inference

that the treatment caused the observed change in imaging measure from the beginning of the

trial to its completion. We note, however, that even though the RCT supports the inference

that the treatment caused the observed change in imaging measure, we cannot conclude that

somehow the change in imaging measure tells us something about the cause of the illness

being treated. We can conclude from an RCT, for example, that penicillin causes recovery

from a streptococcal infection, but we cannot validly conclude that the illness was in any

way caused be a deficiency in penicillin. The logic and truth of this statement may seem

obvious, but psychiatric research has a long history of succumbing to this logical fallacy by

assuming, for example, that because a medication with an affinity for a particular

neurotransmitter receptor can reduce the severity of an illness, the illness is somehow a

consequence of abnormal activity of that neurotransmitter or receptor.

Neuroimaging studies have increasingly adopted RCT designs to study the causal effects of

therapeutic interventions on brain structure and function. An early example comes from an

fMRI study in youth with Attention-Deficit/Hyperactivity Disorder (ADHD) who were

scanned twice, on and off stimulation medication, in a randomized and counterbalanced

order. Owing to this randomization of treatment status, the study demonstrated that

stimulant medication improved the ability of patients to suppress activation in the so-called

“default-mode” network, a brain system involved in self-referential processing and mind-

wandering (Buckner et al., 2008), while they performed the Stroop task (Peterson et al.,

2009a). Similarly, an fMRI study yoked to a randomized clinical trial of duloxetine versus

placebo for chronic depression also demonstrated effects of medication on functioning of the

default-mode network. A clinically effective regimen with the antidepressant diminished the

abnormally strong density of connections in the default-mode network that patients with

chronic depression displayed at baseline (Posner et al., 2013). Because dysfunction in the

default-mode network may represent a marker of prior lifetime illness for major depressive

disorder (Peterson et al., in press), normalization of that dysfunction suggests that duloxetine

may reduce a functional brain abnormality that is the consequence of the illness. Some fMRI

studies yoked to an RCT design additionally incorporate an arm of healthy controls

receiving with the same treatment as the patients. For instance, an fMRI study assessed the

effects of methylphenidate in both children with ADHD and healthy children using a

crossover, counterbalanced design (Vaidya et al., 1998). A direct comparison of

methylphenidate effects on patients versus controls revealed that the medication increased

activation in the striatum in patients but reduced it in control children. A potential
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shortcoming of this kind of direct comparison of patients versus healthy controls is that it

cannot disentangle whether the differential effects of treatment on brain measures across

groups represent either (1) true differences in treatment effects, (2) effects that derive from

differing baseline characteristics across the groups (such as long-term effects of prior

treatment on brain function in patients), or (3) effects associated with short-term changes in

symptoms and the reduced need for compensatory responses in the patient but not in the

control group. Recent studies of methylphenidate effects using fMRI have partially

mitigated some of these confounds in interpretation by including only patients who are

medication-naïve (Rubia et al., 2011a, Rubia et al., 2011b).

Although the yoking of MRI technologies to an RCT design provides powerful evidence that

the intervention caused the changes in imaging measures over the course of a trial, the

changes in imaging measures alone cannot identify what cognitive, emotional, or behavioral

effects of the intervention the imaging changes represent. Pre-post changes in imaging

measures over the course of an RCT lasting weeks, for example, can represent either the

proximal effects of the intervention on the imaging measures or more distal, indirect

influences on those measures that are mediated by treatment-induced changes in thoughts,

emotions, or behaviors. Thus, assessing the short-term effects of randomized interventions

on imaging measures, presumably before the intervention has fully induced all of its overt

behavioral or clinical changes, may add valuable insight into the more direct and immediate

effects of intervention. Some neuroimaging studies have therefore evaluated the effects of

short-term interventions using RCT designs (Ersche et al., 2010). For example, two fMRI

studies using a crossover RCT design demonstrated that a single dose of methylphenidate

enhanced activations in inferior frontal cortex and striatum relative to placebo in

medication-naïve children with ADHD when performing an inhibitory control task (Rubia et

al., 2011a, Rubia et al., 2011b). Another randomized, crossover study showed that a single

dose of methylphenidate induced in persons with cocaine addiction an immediate

normalization of connections within the striatum (Konova et al., 2013) that are regarded as

central to pathogenic addictive processes in animal models. Analyzing short-term changes in

imaging measures in relation to longer-term clinical effects within RCT designs may afford

path analyses using various consecutive time points (baseline, intermediate points, and

outcome) to determine whether intermediate changes in imaging measures mediate the

effects of an intervention on long-term clinical outcome, or whether longer-term clinical

changes mediate the effects of the intervention on changes in imaging measures.

A second, related way potentially to sort out cause and effect in imaging studies may be the

use of parallel designs that yoke imaging measures to RCTs of identical design in separate

studies of humans and animals. Although examples of this parallel approach in animals and

humans are rare, notable attempts in this direction have been made. For example,

researchers used a parallel design with high-resolution, gadolinium-enhanced fMRI in mice

and humans to assess the potential confounding effects of antipsychotic medications on their

fMRI measures in persons with schizophrenia (Schobel et al., 2009). By imaging mice while

they received either an antipsychotic medication or placebo, the investigators showed that

antipsychotic medication was unlikely to induce the imaging abnormalities detected in the

human patients. These same investigators used a similar parallel design coupled with

measures of cerebral blood volume and morphology of the hippocampus to assess predictors
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of psychosis in individuals who had prodromal symptoms of psychosis and in mice treated

with ketamine, a pharmacological animal model for acute psychosis (Schobel et al., 2013).

Elevated blood volume in specific subregions of the hippocampus predicted which

individuals later developed schizophrenia, and it predicted a subsequent reduction of

hippocampal volumes. Similar findings were detected in the ketamine-treated mice. The

mouse arm permitted additional controlled manipulations to establish increased glutamate as

the likely source of the increased perfusion and subsequent reduction in volumes of the

hippocampus.

A third approach to studying causal mechanisms in the brain with MRI uses experimental

manipulations to induce transient, reversible symptoms of disease in otherwise healthy adult

humans and thereby show that the manipulated variable could plausibly produce the illness.

One study, for example, capitalized on the well-established ketamine model of psychosis.

By administering ketamine to healthy adults within a placebo-controlled RCT design,

researchers were able to recapitulate a deficit in error-related signals in prefrontal cortex that

had been observed previously in psychotic patients. Furthermore, the magnitude of the

prefrontal deficit induced by ketamine correlated with the severity of psychotic-like

experiences that the drug produced (Corlett et al., 2006). The use of this human model of

psychosis was thus instrumental in establishing that deficient error signals are a plausible

cause of psychotic symptoms. A similar approach to disentangling cause and effect can be

implemented using the various non-invasive techniques of focal brain stimulation, such as

transcranial magnetic stimulation (TMS), instead of pharmacological manipulations, to

induce brain changes with experimental control. Sham-controlled TMS in combination with

brain imaging, for example, has helped to establish a causal role for the prefrontal cortex in

modulating visual processing and working memory (Zanto et al., 2011). TMS-based

investigations implemented in the context of RCT designs could be used in analogous ways

to induce focal activations of the brain and to establish their causal role in producing

behavioral phenotypes or symptoms that resemble those seen in patients.

Failure to relate structure, function, connectivity, and metabolism

A main advantage of MRI over other imaging techniques is that it can provide information

about multiple features of the brain, including morphological measures of brain structure,

neurovascular measures of brain function, measures of structural connectivity, and measures

of metabolite concentrations in brain tissue. Because each MRI modality offers unique

information about brain structure or function, the incorporation of multiple informative

modalities can provide more information about the neural bases of normal and abnormal

behavior than can any single modality alone (Hao et al., 2013). Each MRI modality also has

its own unique technological shortcomings. For example, diffusion tensor imaging at present

is generally unable to determine the true orientation of nerve fiber bundles at points where

fiber bundles cross, owing to a much lower spatial resolution of the imaging modality than

the resolution of the crossing fibers (Jones et al., 2013). In addition, the spatial resolution of

most magnetic resonance spectroscopy techniques as most commonly implemented is low,

requiring measurement of metabolites in volumes of 8 cubic centimeters or more within a

single voxel at a time (Capizzano et al., 2007), although recent advances in the acquisition

of spectroscopy data permit the mapping of metabolites simultaneously throughout the brain
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in voxels of 1 cubic millimeter or less (Hao et al., 2013), offering great promise for the more

widespread use of spectroscopy in the future.

Structure and function are known to influence each other mutually both at the level of single

neurons and at the level of neural systems (Lee et al., 2012). Structure can determine

function, and vice versa. Imaging studies should examine the interrelations between brain

structure and function to deepen our understanding of normal and pathological brain

processes. Although few researchers would dispute the importance or validity of this

imperative, only rarely have any studies directly assessed structure-function interrelations in

the brain, and even fewer have assessed how those interrelations may be disrupted in

pathological conditions.

In addition to identifying biologically meaningful interactions between brain structure and

function, additional technical and interpretive considerations underscore the importance and

value of using and integrating multiple imaging modalities in brain imaging studies.

Structural anomalies, for instance, can introduce artifacts or systematic confounds into

functional imaging measures (Meltzer et al., 1990). Systematic differences in brain structure

between patients and controls, for example, can introduce errors into the spatial co-

registration of functional images that produces a disproportionate loss of functional signals

in one of the groups, which in turn can produce artificial differences in functional activations

across groups. From this perspective, structure-function analyses are important to enhance

the quality and interpretability of functional data. Another strength of multimodal imaging

studies is their ability to help constrain the interpretations of findings in one modality based

on findings in other modalities (for example, by showing that reduced volumes in a given

cortical region accompanies lower concentrations of a specific metabolite in the same

region), thereby improving the neurobiological validity of those findings and their

interpretation.

In the past, different imaging modalities were typically collected in different samples of

participants, which precluded investigations that integrated functional and structural

information within individual participants. The acquisition of different modalities in

different samples also made it difficult to relate structural and functional features at each

point of the brain. Currently, however, most imaging studies acquire both structural and

functional scans. The continuing reluctance to integrate information from these modalities

into a database that permits statistical analyses across modalities likely relates to the

technical difficulties of spatially co-registering both datasets into a single template and

extracting information from each modality in a form that is amenable to statistical analysis

at each point of the brain. In addition, reporting findings separately for each imaging

modality is easier, more convenient, and more traditional than reporting analyses in one

modality that account for the influences of measures from the other modality. Nonetheless,

studies that combine structural and functional datasets and integrate their findings are

underway and will become increasingly common in the future.

Suggested solutions—Addressing the failures to integrate information across imaging

modalities and to assess the interrelations of structure and function is conceptually

straightforward: collect data from multiple imaging modalities for each participant within
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the same study and then integrate information from those modalities into a single template

brain so as to permit the point-by-point correlation of measures from one modality with

those from another modality. This approach is exemplified in a report showing that inter-

individual differences in functional activation to simple sensory and motor tasks correlated

with underlying variation in local volumes of brain tissue and with underlying

concentrations of N-acetyl aspartate, a metabolite that indexes that density of viable neurons

at that location (Hao et al., 2013). Substantial variability in local brain volumes and

functional activation derived from the underlying variability in density of neurons in those

regions. Many of these imaging measures in turn correlated strongly with measures of

intellectual ability.

A handful of studies in adult clinical populations have reported structural and functional

findings within a single study sample. A notable example identified anomalies in white-

matter tracts, morphological measures, and functional activation during a working memory

task, all of which converged in the medial prefrontal cortex of patients with schizophrenia

(Pomarol-Clotet et al., 2010). Another study investigated the differences in brain structure

and function between depressed and non-depressed individuals among sufferers of mild

traumatic brain injury. Among other findings, the depressed individuals with brain injury

showed greater activation of the amygdala and lower activation of the dorsolateral prefrontal

cortex during an emotional processing task, in conjunction with lower measures of integrity

of several white matter tracts (Matthews et al., 2011). Another study identified disturbances

in white matter integrity in the presence of normal measures of gray matter morphology and

functional connectivity in persons with late-onset major depressive disorder, suggesting a

specific role for white-matter pathology in the pathogenesis of late-life depression (Sexton et

al., 2012). Finally, a multimodal examination of alcohol-dependent patients demonstrated

extensive brain atrophy in the frontal cortices of patients who subsequently relapsed

compared with both those who remained abstinent and healthy controls (Beck et al., 2012),

and in addition adjusted fMRI measures of activation to drug cues for these local differences

in brain volume, thereby eliminating the volume abnormalities as a potential confound for

the functional findings.

These examples attest to the value of multimodal imaging in establishing both the

convergence of findings across modalities and the specificity of findings within each

modality. These prior studies, however, were unable to realize the full scientific potential

that multimodal techniques afford because their interrogation of data from the multiple

modalities used relatively coarse imaging measures (such as the overall volume of brain

regions) rather than point-wise correlations of measures across modalities throughout the

brain. The studies therefore were unable to perform detailed, mechanistic investigation into

the relationships of information acquired across imaging modalities. Cross-modal analyses

of multiple MRI modalities, especially point-wise analyses of data from multiple modalities

that are integrated into a common stereotaxic space, is now feasible and can provide

complementary and mutually informative data about tissue organization that exceeds the

sum of analyses within all modalities (Hao et al., 2013). We anticipate that application of

this type of cross-modal analysis will soon prove useful in the study of mental illness,

provided that it is accompanied by the use of suitable study designs.
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Limitations of prior imaging approaches to diagnostic classification

Perhaps the most exciting and longest standing promise of neuroimaging in the clinical

arena is that of improving diagnostic classifications in psychiatry. Neuroimaging has already

helped to improve the diagnostic classification of neurological illnesses, such as including

imaging markers as diagnostic criteria for Alzheimer's disease (Dubois et al., 2007). The use

of imaging to aid diagnostic classification in psychiatry, however, remains elusive. One

explanation for this disparity across disciplines is that neurological patients often have focal

brain pathologies that are sufficiently apparent to the naked eye to make diagnosis possible

by radiologists reading clinical scans, which is certainly not the case for psychiatric

illnesses. Psychiatric pathologies are generally subtle and likely affect multiple, distributed

neural systems throughout the brain. The identification of brain markers for such subtle,

distributed anomalies is thus technologically challenging.

Many imaging studies have compared patients and controls using conventional, univariate

statistics, such as the familiar two-sample t-test. This and similar tests compare the

distributions of a summary measure indexing some brain feature across diagnostic groups to

produce an estimate of the difference between the two distributions. Associated with this

group difference is a probability value that represents how likely this difference will be

observed under the null hypothesis that no real differences exists between the groups. Even

when the difference estimate is sizeable and clearly beyond chance, the group distributions

in imaging values usually overlap substantially across diagnostic groups. In other words,

conventional comparisons assess how likely it is that the group distributions are truly

different, not how much overlap exists between the distributions. However, having non-

overlapping, or minimally overlapping, distributions is essential for accurate classification.

This requirement means that even when a marked group difference in an imaging measure is

identified, in most cases the identified “marker” will not be useful by itself in classifying

persons into one of the groups on an individual basis; the sensitivity and specificity of this

univariate measure will be low, and so it will have little clinical value.

Statistical analysis of brain imaging data has become increasingly sophisticated, moving

from univariate analysis of single brain regions to mass-univariate analyses covering

hundreds of thousands of voxels in the brain. More recently, following a similar trend in

genetics, multivariate pattern classification analyses involving machine-learning and

clustering techniques have been applied increasingly as a means to exploit the massive

amounts of correlated data in neuroimaging datasets (Haubold et al., 2012). Rather than

evading the complexities and abundance of information contained in imaging data, these

methods embrace multiple features of the dataset in the service of enhancing classification

accuracy. Because these powerful machine-learning techniques are capable of identifying

subtle, distributed patterns of brain anomalies, their application to psychiatry is spurring a

renewed interest in and hope for identifying imaging biomarkers for psychiatric

classification. Some of these techniques additionally permit automated detection of

biological subgroupings among individuals within a diagnostic category, and presumably

those subtypes will provide improved prediction of the future course of illness and treatment

outcome, thereby supporting the individualized selection of more effective treatments.
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Multivariate classification techniques, however, are subject to the same design

considerations that apply to any other imaging tool. These sophisticated technologies can

produce classification algorithms that improve patient care only in combination with

appropriate study designs and when applied to clinically relevant questions. If classification

algorithms are to generalize to the larger population of persons with the classified illness,

investigators need to ensure that these classification techniques are not simply detecting the

brain-based, epiphenomenal consequences of prior illness or treatment, and that instead the

classification algorithms are operating on brain markers that are central to the pathogenesis

of illness. If, for instance, a multivariate approach is highly accurate in classifying patients

with schizophrenia and healthy controls by detecting the neuroplastic changes induced by

the antipsychotic medications used universally to treat patients with schizophrenia, the

classification will likely have limited application in clinical practice (other than perhaps

determining the degree of compliance with the medication), because clinicians would be

unable to apply this algorithm in diagnosing an individual who has an unclear diagnosis and

who has never been treated with antipsychotic medication. They would also likely have

difficulty differentiating a schizophrenic individual treated with antipsychotic medication

from a person with bipolar disorder or psychotic depression who has also been treated with

antipsychotic medication. Indeed, some evidence suggests that multivariate classification

algorithms are sensitive to the distributed changes in brain function that specific medications

induce (Marquand et al., 2012). In addition, the multivariate prediction of future clinical

course or response to treatment would be particularly useful in informing clinical decisions

directly and would potentially prevent delays in the initiation of effective interventions. A

multivariate approach that predicts, for instance, which treatment-naïve, depressed

adolescents will develop a bipolar versus a unipolar illness could have immediate and direct

clinical utility by aiding clinicians in the selection of the most appropriate treatment to

prevent a manic switch.

Suggested solutions—The statistical and machine-learning tools that make

neuroimaging-based diagnosis possible are already at our disposal. The combination of these

tools with suitable study designs may be able to produce diagnostic and prognostic

classification algorithms that potentially can revolutionize clinical practice.

Although the technical details of the various approaches to multivariate pattern classification

are beyond the scope of this review, the general principles of these approaches and their

applications to clinical classification in developmental and adult psychopathologies are well

described elsewhere (Bray et al., 2009, Haubold et al., 2012, Kloppel et al., 2012, Norman et

al., 2006, Orru et al., 2012, Pereira et al., 2009). Suffice to say that multivariate pattern

classification techniques, such as support vector machines, use multiple features of the data

(such as signal intensity at multiple voxels) to generate a high-dimensional feature space

wherein measures from two or more diagnostic groups of participants minimally overlap and

are thus readily separable. In general, these methods require partitioning of the data into a

training set, which develops and defines the classification rules to discriminate the

diagnostic groups, and a test set, which assesses the accuracy of diagnosis in a set of brains

that were not involved in generating the classification algorithm. The sensitivity and

specificity of the classifier for diagnosis can be obtained easily using the test set.
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Numerous published studies demonstrate the promise of multivariate pattern analysis for

psychiatric diagnosis. Not only do these techniques allow for a distinction between patients

and controls, but in many instances they do so with impressive accuracy. An early example

is an fMRI study of brain connectivity during an auditory detection task (Calhoun et al.,

2008). Based on images corresponding to connectivity within the auditory and default-mode

networks for each participant, an algorithm was developed to differentiate between healthy

controls and two groups of treated patients who had either schizophrenia or bipolar disorder.

The algorithm not only accurately separated each group of patients from controls, but also

discriminated the two groups of patients from one another with sensitivities and specificities

near 90%. Linear discriminant analysis of resting-state brain function was similarly

successful in differentiating a small sample of youth with ADHD from an age-matched

control group (Zhu et al., 2008).

Although these latter two studies used fMRI data for diagnostic classification, multivariate

classification techniques can also be implemented using anatomical MR images. Automated

morphometry of anatomical MRIs in combination with machine-learning classified treated

patients with major depressive disorder from matched controls with accuracies of

approximately 90% (Mwangi et al., 2012). Furthermore, the multivariate patterns identified

by the classification algorithm correlated strongly with ratings of illness severity, confirming

that these abnormal patterns related meaningfully to clinical features of the illness. Another

study used a clustering algorithm based on the spatial patterns of variation across the

morphological surfaces of numerous cortical and subcortical brain regions to diagnose, with

astounding accuracy, large numbers of youth and adults who were affected by a wide range

of illnesses, including ADHD, Tourette Syndrome, Schizophrenia, Bipolar Disorder, and

familial Major Depressive Disorder (Bansal et al., 2012). This approach attained nearly

perfect values (95-100%) for sensitivity and specificity in discriminating not only the

various groups of patients from matched controls, but also in discriminating between

schizophrenia and bipolar disorder in adults and between Tourette Syndrome and ADHD in

children. It was even able to discriminate individuals at high familial risk for developing

MDD from persons at low familial risk, including persons who had never been ill previously

with depression. That it could do so shows that these techniques were not simply classifying

individuals based on the epiphenomenal consequences of prior illness or treatment, and it

demonstrates the feasibility of identifying people at high risk for developing illness who can

be targeted for preventive interventions.

An attractive feature of multivariate classifiers is their ability to combine various features of

an imaging dataset, even when those features do not derive from a single imaging modality.

Although previous classification studies using multiple features from a single imaging

modality (only structural or only functional MRI, for example) can achieve remarkable

diagnostic accuracies, the combination of several imaging modalities may further improve

diagnostic accuracy in situations where group distinctions are particularly challenging.

Evidence thus far suggests that multivariate classifiers combining functional data and

measures of white matter integrity can achieve better results than classifiers based on a

single modality (Colby et al., 2012, Sui et al., 2011). One study showed that a decision-tree

algorithm that combined multivariate information from brain activations while performing

three different cognitive tasks yielded superior diagnostic accuracy for depression compared
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with algorithms based solely on activation from one of these cognitive processes (Hahn et

al., 2011). These early demonstrations speak to the immense clinical potential of

multivariate pattern classifications and their flexibility in combining diverse datasets to

inform diagnostic classification.

Although the above studies highlight the successes of multivariate approaches to diagnostic

classification, not all efforts in this area have been as successful. The unsatisfying results

from a competition launched by the ADHD-200 Consortium highlight the challenges of

multivariate classification for psychiatric diagnosis, in particular fMRI studies for the

diagnostic classification of youth with ADHD (Consortium, 2012, Eloyan et al., 2012, Lim

et al., 2013). Based on large, multi-site resting-state fMRI and anatomical datasets, the

various approaches proposed by different teams achieved accuracies ranging from 55% to

78%, and even lower accuracies (up to 61%) in a second validation using an external

dataset, results that were attributed in part to the lack of standardization in data collection

across sites. In any case, these unsatisfying results underscore the fact that imaging-based

diagnosis is an emerging technology and that the promising results reported in many studies

await confirmation in future studies.

We have presented examples of imaging biomarkers that can yield comparable or even

better diagnostic accuracy than tests that are commonly prescribed in medical settings, such

as fasting plasma glucose for diagnosis of type 2 diabetes. Why then have these imaging

biomarkers not yet begun to make their way into clinical practice? Certainly more research

is needed to document the improved performance and robustness of the algorithms and to

establish which disorders can be considered suitable candidates for imaging-based diagnosis

in real-world clinical settings. Most of these studies, for example, have thus far focused on

cases of chronic, treated patients, in which diagnosis is not commonly questioned. The

methods must be shown to work well for newly presenting cases and in persons for whom

the clinical diagnosis is uncertain. Moreover, some studies have discriminated clinical

groups that are rarely considered in a differential diagnosis, such as distinguishing persons

with schizophrenia from those with Tourette syndrome. The techniques must be shown to

produce accurate diagnoses in persons for whom the diagnosis is clinically relevant, such as

when discriminating schizophrenia from schizoaffective or bipolar illnesses. These methods

should also be shown to improve diagnostic classifications or predictions of clinical course

or treatment response and therefore to enhance current standards of care compared with

other, already available, clinical tools (Brown et al., 2012). Nevertheless, the fact that these

highly accurate diagnostic discriminations were performed in a completely automated

manner, without any human assistance, their application to these diagnostic categories are

still highly informative of the clinical promise that these approaches hold.

Several studies have already used multivariate classification to address questions that are

directly relevant for clinical practice, questions such as which individuals with prodromal

symptoms of psychosis will develop a full-fledged psychotic disorder. One longitudinal

study of persons at risk for psychosis, for example, used a machine-learning algorithm to

identify morphological markers that predicted the transition from a prodromal state to overt

psychosis (Koutsouleris et al., 2009). It showed that an algorithm, using a baseline

anatomical MRI scan, predicted with 88% accuracy which individuals would transition to
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psychosis after 4 years of clinical follow-up. The prediction in this study of a future

diagnosis using a baseline scan approximates the anticipated future clinical use of brain

imaging for diagnosis in which a brain image in a situation of clinical uncertainty would

assign a diagnosis that is predicted to emerge as the clinical picture becomes clearer over

time. Another study addressed the similarly relevant issue of differential diagnosis between

unipolar and bipolar depression. A multivariate classifier based on fMRI responses to facial

emotions reached 90% accuracy in discriminating bipolar and unipolar patients in an acute

depressive episode of comparable severity (Grotegerd et al., 2013).

Some studies have also suggested that multivariate classifiers are capable of differentiating

among two or more childhood-onset developmental disorders. One study developed a

machine-learning classifier based on volumetric and geometric features across the cortical

surface that was able to discriminate accurately (with 90% sensitivity and 80% specificity)

between adults with autism spectrum disorder and healthy controls (Ecker et al., 2010). The

same classifier further identified ill controls with ADHD as not belonging to the autism

group with an accuracy of nearly 80%, demonstrating disease-specificity in the

classification. Another study also demonstrated disease-specificity by showing high

classification accuracy (85%) in discriminating between children with autistic spectrum

disorders and ADHD based on volumetric measures of gray matter (Lim et al., 2013).

Finally, multivariate classification may be useful in predicting future clinical course. A

multivariate classifier applied to anatomical MRI scans at baseline was able to predict, with

accuracies up to 70%, subsequent response to antidepressant medication in medication-naïve

patients with depression (Gong et al., 2011).

One additional reason for the delays in clinical implementation and dissemination of

multivariate classifiers is that most studies using classification algorithms are still lacking

independent replications that attest to the robustness of classification accuracy on

independent, representative samples of patients and healthy controls across different sites

and different demographic populations. Large-scale validations such as these are needed to

confirm that the sensitivity and specificity of an algorithm, originally established in one

population, are comparable to those when the algorithm is applied to persons in independent

populations, thereby justifying the widespread use of the algorithm in clinical settings.

These confirmatory studies should additionally examine the predictive value of the

algorithm—i.e., the probability in a given population that a positive classification indicates

the presence of an illness or that a negative classification indicates its absence. Predictive

value depends not only on the sensitivity and specificity of the test, but also on the

prevalence of the illness in the population to which the test is applied. Therefore,

confirmatory studies should include samples in which the percentage of patients relative to

healthy individuals, or the percentage of patients in one diagnostic category relative to

patients in a second diagnostic category, reflects the prevalence of the illness or illnesses in

the population in which the algorithm will be applied (although stepwise algorithms may be

capable of adjusting for prior probability of illness depending on the setting) (Hahn et al.,

2011). Note that populations of interest in confirmatory studies will likely comprise

individuals at high risk for illness or symptomatic individuals who have an uncertain

diagnosis (i.e., cases in which prognostic information or diagnosis clarification is most

valuable), rather than in the general population, given that applications of imaging-based
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diagnostic classification for population screening are unlikely in the foreseeable future. Only

after these confirmatory studies produce reliable information about the predictive value of

imaging-based diagnostic algorithms for a target population, will clinicians be able to apply

these tools safely and to interpret their results with the greatest possible confidence.

Conclusions

Despite the many challenges for and limitations of MRI studies thus far in identifying causal

processes and compensatory responses in developmental psychopathologies, neuroimaging

is proving an invaluable tool that has in many ways already advanced our understanding of

brain development in health and illness. An earlier era of predominantly cross-sectional,

case-control designs that recruited nonrepresentative participant samples of convenience is

beginning to give way to a new wave of methodologically more rigorous studies that include

longitudinal, high-risk, epidemiological, and randomized controlled trial designs. Yoking

imaging to these study designs will produce more valid conclusions about diagnosis and the

mechanisms of pathogenesis and treatment. Likewise, the integration of imaging findings

across imaging modalities is beginning to clarify mechanisms of illness by bringing together

the disparate pieces of information that imaging modalities in isolation have thus far

generated. Multivariate techniques of classification, if coupled with clinically meaningful

designs, may soon produce classification algorithms with sufficient diagnostic and

prognostic value for use in clinical settings.

We have discussed common limitations that prevent MRI studies of developmental

psychopathologies from attaining their ultimate aim, that of identifying abnormalities in

brain mechanisms and neurodevelopmental trajectories that are centrally involved in the

pathogenesis of mental illnesses in youth. Deviations from the normal trajectories of brain

development may be a relevant feature of many or all mental illnesses and, in our opinion,

perhaps the defining feature of most. Prospective, longitudinal studies that acquire MRI

measures repeatedly through time in reasonably representative samples of participants are

absolutely necessary to identify these developmental trajectories correctly. Naturalistic,

longitudinal studies of already-affected participants, however, are not alone sufficient to

infer the causes of developmental psychopathologies, because those study designs provide

only statistical associations between changes in imaging measures and changes in some

feature of the illness—and associations do not prove causation. Causal inferences are

particularly problematic in studies of already-ill people, in whom imaging abnormalities

may represent either the cause of the illness or its consequences. Those consequences

include brain-based compensatory responses, down-stream epiphenomenal effects of the

illness, or the effects of prior treatment.

To establish stronger causal relationships between imaging measures and developmental

psychopathologies, imaging studies should image participants either in the prodromal phase

of illness or, ideally, in high-risk samples even before symptoms begin. Yoking imaging

technologies to high risk study designs can help to disentangle brain markers for

vulnerability from those that confer resilience and from others that represent the

consequences of prior illness. Identifying vulnerability markers will have important

therapeutic implications, as it will help to identify vulnerable individuals who could benefit

Horga et al. Page 26

J Child Psychol Psychiatry. Author manuscript; available in PMC 2015 June 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



from preventive interventions. Likewise, identifying resilience markers will reveal new

treatment targets for enhancing neural resilience.

Combining the use of imaging technologies with paradigms for symptom provocation can

also help to identify causal pathways to illness, as well as help to disentangle the causes of

an illness from its consequences. Conducting parallel imaging studies in patients and in

animal models, including RCTs of pharmacological interventions, will increasingly help to

identify the cellular and molecular determinants of the imaging correlates of the disease or

its treatments. Yoking imaging studies to RCTs combines the controlled manipulation of an

experimental variable—randomized assignment to treatment—with a blind assessment of

outcome, which in this instance includes a change in imaging measures, to provide the

strongest possible basis for causal inferences regarding the effects of the therapeutic

intervention, whether that intervention is pharmacological, psychological, or behavioral. We

have provided examples of studies that have yoked MRI measures to randomized controlled

trials to begin identifying causal mechanisms for the effects of treatments on the brain. This

approach to studying treatment effects will be used increasingly in the future to identify the

brain-based mediators of therapeutic change in the symptoms of a disease.

Above all, imaging findings have little value if they cannot be extrapolated to the general

population of ill and healthy people that participants in the study are supposed to represent.

Thus, future imaging studies of child- and adult-onset developmental psychopathologies

should and will move towards recruiting more representative samples of participants,

including populations that are ascertained epidemiologically. The recruitment of more

representative samples will benefit imaging studies of any design, whether they are case-

control, prospective longitudinal, high risk, or treatment studies, by improving the

reproducibility and generalizability of their findings.

One of the major breakthroughs for brain imaging studies of psychiatric illnesses in the near

future will be the clinical application and dissemination of multivariate classification

algorithms that produce readouts of MRI scans that accurately classify patients into valid

diagnostic groups. Objective indicators and predictors of mental illness are thus emerging

that may be incorporated into real-world clinical practice in the near future, particularly

when ongoing research demonstrates that these approaches can address clinically relevant

questions in participant samples that are representative of the clinical populations from

which they are drawn. Although conducting these large-scale studies undoubtedly will be

challenging, they have the invaluable potential to transform diagnosis and treatment

planning in clinical practice.

Despite the substantial limitations of the findings from imaging studies of developmental

psychopathologies thus far, imaging studies have made and will continue to make important

contributions to our understanding of the causes and consequences of psychopathologies in

the developing and the adult brain. A more complete understanding of the mechanisms that

underlie these illnesses and their treatments will come from the integration of multiple

research disciplines, study designs, and investigative tools. Among those tools, MRI holds a

privileged position in that it provides safe, in vivo visualization of the brain. When used in

combination with sound study designs, imaging technologies will ultimately produce more
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valid and more generalizable findings that will inform us about the brain-based mechanisms

that cause mental illnesses and that produce meaningful therapeutic responses.
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Key points

• Ascertainment bias can preclude the ability of imaging studies to draw

conclusions about the general population, a limitation that can be circumvented

through epidemiological ascertainment of study samples.

• Moving from cross-sectional studies to repeated-measures, longitudinal designs

may enhance our ability to identify developmental trajectories in health and

illness.

• Yoking imaging technologies to high-risk and RCT study designs can help draw

more valid conclusions about mechanisms of pathogenesis and treatment.

• Multi-modal imaging approaches may help integrate findings across imaging

modalities and contribute to a more holistic view of the pathophysiology of

mental illness.

• Imaging tools for clinical diagnosis and prognosis based on multivariate pattern

classification are already at our disposal, but further validation of the techniques

and their clinical applicability is needed.
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