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Detection of individual target cells among a large amount of blood cells is a major

challenge in clinical diagnosis and laboratory protocols. Many researches show that

two dimensional cells array technology can be incorporated into routine laboratory

procedures for continuously and quantitatively measuring the dynamic behaviours of

large number of living cells in parallel, while allowing other manipulations such as

staining, rinsing, and even retrieval of targeted cells. In this study, we present a

high-density cell self-assembly technology capable of quickly spreading over

300 000 cells to form a dense mono- to triple-layer cell arrangement in 5 min with

minimal stacking of cells by the gentle incorporation of gravity and peripheral micro

flow. With this self-assembled cell arrangement (SACA) chip technology, common

fluorescent microscopy and immunofluorescence can be utilized for detecting and

analyzing target cells after immuno-staining. Validated by experiments with real

human peripheral blood samples, the SACA chip is suitable for detecting rare cells

in blood samples with a ratio lower than 1/100 000. The identified cells can be

isolated and further cultured in-situ on a chip for follow-on research and analysis.

Furthermore, this technology does not require external mechanical devices, such as

pump and valves, which simplifies operation and reduces system complexity and

cost. The SACA chip offers a high-efficient, economical, yet simple scheme for

identification and analysis of rare cells. Therefore, potentially SACA chip may

provide a feasible and economical platform for rare cell detection in the clinic.
VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4874716]

I. INTRODUCTION

Rare cell detection and identification is a fundamental and requisite technology in clinical

diagnosis and laboratory protocols, such as the detection of inflammatory cells and pathogenic

cells in immune diseases treatment,1–3 circulating tumor cells in cancer therapy,4–8 prenatal

diagnosis,9–12 and pluripotent stem cells researches in recent years.13,14

Referring to Table I, cell identification research can be roughly categorized into 3 areas:

physicochemical mechanism, applied technology, and associated apparatus. The same
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TABLE I. Methods and technologies for cell identification/isolation.

Common cell identification methods

Mechanism type Differential attributes Technology Apparatus or applications References

Physical Osmotic tolerance Hypotonic solution RBC lysis buffer 15

Density Zonal centrifugation Mononuclear cell isolation buffer 6,a 16

Dimension Inertial force Size-dependent Hydrodynamic isolation 31,a 17–30

Filtration Microfluidic chip/membrane filters 32–35

Electric susceptibility Dielectrophoresis/negative dielectrophoresis DEP/n-DEP chip 36–40

Impedance Impedance-test Impedance-based cytometers 41–43,a 44a

Elasticity Deformability-test Deformability-based chip 34, 45–47

Optical-properties Forward/side scattering Flow cytometers 65, 88, and 89

Raman scattering Raman spectroscopy 90–93

Chemical/biological DNA/RNA profiling Polymerase chain reaction Fluorescence labelling gel electrophoresis Q-PCR/EP-PCR 48–51

Antibody specificity Surface adhesion (trapping cells) channels Temperature/pH/light-sensitive gel Trapping target cells at channel wall 31, 58–60

structures Trapping target cells at pillars 14,a 56,a 57

objects Trapping target cells at beads 61a

Magnetic beads Magnetic beads 17, 52–55

Immuno-fluorescence Flow cytometry Flow cytometers 64–66

Microscopy Cell arrays 67–75

Fluidic cell chips 6, 76, and 77a

Bio-capability To form spheroids, endocytose, balance electrolytes cell chips 57 and 94

Integrated system Using a variety of techniques Automatic/semi-automatic system 78 and 79,a 80 and 81

aResearch paper using clinical cancer patient blood.
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mechanism may be associated with different types of technologies and also carried out in

active, passive, or stationary fluidic apparatus.

Mechanisms can be classified as physical and chemical/biological. The most common phys-

ical attributes for differentiating cells are their osmotic tolerances,15 densities,16 and

dimensions.17–35 Common technologies using the dimension attribute to separate cells include

fluidic force17–31 and filtration,32–35 typically coupled with fluidic systems for cell sorting.

Especially, the dimension-based micro inertial fluidic force separation technology has attracted

a lot of attention in recent years.26–31 Other physical mechanisms used to separate cells include

electric susceptibility,36–40 impedance,41–44 and elasticity.45–47 However, the major issue

encountered by physical mechanisms is their lack of specificity.

On the other hand, chemical/biological methods can offer better selectivity for cell type

identification. Common methods include DNA/RNA profiling48–51 and antibody specific recog-

nition. Antibody recognition is the most commonly used and has been coupled with various

technologies for cell identification such as surface adhering, magnetic bead capturing,52–55 or

fluorescence indicating. In surface adhesion, antibodies are employed to immobilize target cells

onto specific areas, such as micro rods array,56,57 channel walls,58–60 or glass beads.61 In addi-

tion, the captured cells can be released back to the fluidic systems by utilizing temperature-

sensitive, pH-sensitive, or light-sensitive gel.59,61 In immunofluorescence reporting, the combi-

nation of antibody mechanism and fluorescence technology is very popular in clinical and labo-

ratory research.62,63 This method typically utilizes flow cytometry or microscopy for cell

identification.64–66 Comparing with flow cytometry, microscopy is another relatively low cost

and readily available technology. Hence, there has been much research in developing cell

arrays67–75 and fluidic cell chips76,77 in conjunction with microscopes. The common methods

and technologies for cell identification are listed in Table I. Multiple methods may be used in

an integrated semi-automated or automated system in clinical applications. For example,

CELLSEARCH
VR

(Johnson and Johnson Plaza New Brunswick, NJ),78 HD-CTC,79–81 etc.

However, high setup cost is usually associated with such highly integrated systems.

Polymerase chain reaction (PCR) and flow cytometry with immunofluorescence have been

developed for identifying rare cells and are widely used among large medical research centers

or research agencies.7,8,62,82,83 However, these two expensive technologies are difficult to be

utilized in developing countries and remote or rural areas due to their high setup cost and

lengthy operational procedures. To simplify and improve the process for identifying rare cells

while managing costs, two dimensional (2D) cell arrays were developed.4,84 The key elements

of 2D cell array technology include arrangement of cells into a mono-layer, labeling target cells

with an immuno-fluorescence marker and detecting labeled cells with a fluorescent microscope.

2D cell arrays, unlike PCR, do not require cell lysis. Therefore, the cells’ geometric informa-

tion, with the exception of the binding immuno-fluorescence marker, is retained in the analysis.

The traditional smear technique is essentially an old-fashioned 2D cell array. It involves spread-

ing a large quantity of cells on a flat surface to ease the observation by microscope. However,

the smear technique is not reliable when the ratio of target cells to peripheral blood cells is

low. Because cells are not spread evenly, the technique leaves gaps between cells while many

cells aggregate or stack, inhibiting the observation of target cells.85 As a result, technologies

for more controllable formation of 2D cell array were developed.

In general, modern 2D cell arrays can be classified as active or passive (i.e., stationary)

(shown in Table II). In active 2D cell arrays, cells are carried in fluid and trapped in micro-

structures to form cell arrays.67–70 This method has the advantage of positioning cells in precise

locations within the array, but the structures and microfluidic channels occupy much of the lim-

ited microscopic field. Consequently, the number of cells within the microscopic field may not

be large enough and result in low detection efficiency. Moreover, in order to maintain a stable

fluidic field, external pumps and valves are needed to control flow discharge and velocity. The

inherent complexity of active 2D cell arrays limits their ability to meet the “ease of use” objec-

tive of clinical medicine.

Typical passive and stationary 2D cell arrays take the form of microwell arrays and offer

simplified fabrication and operational procedures as well as improved application practicality.1
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The space between cells is smaller and the density of cells in the viewing field is higher,

increasing the detection efficiency for rare cells.71–75 However, such microwell arrays still have

difficulties in ensuring the uniform distribution of cells.84 Although such arrays have the

advantage of simple operation and low cost, the random distribution of cells results in low

detection efficiency. In addition, most 2D cell arrays do not allow for extraction of the identi-

fied target cells for further analysis in the living state. To culture target rare cells after purifica-

tion, traditional clinical methods extract target cells using high pressure flow cytometry, a costly

technology that still results in low cell viability.66

Therefore, a practical 2D cell array technology must overcome two conflicting goals. First,

the cells cannot be too close, resulting in stacking together which will cause the immunofluores-

cence signal to be blocked in the microscopic field. Second, the cells should not be excessively

dispersed resulting in reduction of the number of cells in the observation field and decreasing

the detection efficiency. The objective of this research is to develop a self-assembled cell

arrangement (SACA) chip, with glass slides, to uniformly distribute cells in a microscopic field

without complex trapping structures or external power sources, such as a pump. SACA chip

should be capable of arranging cells densely in a 2D array-like arrangement while minimizing

cell stacking.71 In addition, samples should not undergo fierce flow field changes and should

retain viability for in situ culture directly in the SACA chip for follow-on research and analysis.

Technologies and commercial products for rapid scanning of large surfaces have been well

established; however, such technology or product may not be available in areas with limited

resources. SACA of this research requires only a standard fluorescence microscope for investi-

gation without expensive or complicated fabrication and operation. High cell density on SACA

allows manual screening of rare cells with microscopes in a reasonable amount of time.

The SACA system should be fast, simple, reliable, convenient, and economical to facilitate

its use in developing countries and areas with limited medical resources.

II. MATERIALS AND METHODS

A. SACA chip design and fabrication

The SACA chip consists of two standard microscope glass slides (76 mm� 26 mm � 1 mm).

The upper slide contains a hole with 5 mm diameter. It is coated with fluoro-octyltrichlorosilane

(FOTS) as an anti-adhesion layer.86 On the bottom slide, there is a 5 lm-thick SU-8 3005 photo-

resist ring shaped with a merlon-like microstructure (Figure 1(a)) (SU-8 3005, Microchem

Corporation, 3000 rpm spin speed, 30 s). Top and bottom glass slides are clapped together in

Phosphate-Buffered Saline (PBS, Gibco, Carlsbad, CA) solution. After the assembly of slides, the

hole in the top slide serves as a sample loading well for forming the 2D cell arrangement (Figure

1(b)). A 5 lm slit is formed between two glass slides separated by the SU-8 spacers, and micro

flow is allowed to radiate outward at the bottom of the well through microstructure gaps. Cells in

TABLE II. Technology comparison of 2D cell arrays or chip.

Cell array/array-like arrangement

Type Cell density on the

retaining area

Area for single array or chip Maximum cell number in

single array or chip

References

Active cell array �200 cells/mm2 �56 mm2 (7 mm� 8 mm) �1.0 � 104 cells/chip 67

�330 cells/mm2,a � 7.5 mm2 (2.5 mm� 3 mm) �800 cells/chip 69

Passive or stationary

cell array

�1800 cells/mm2 �12 mm2 (3 mm� 4 mm) �3.3 � 104 cells/dish 73

�2500 cells/mm2 �3.14 mm2 (2 mm circle) �7.8 � 103 cells/chip 72

�3450 cells/mm2 �9 mm2 (3 mm� 3 mm) �3.1 � 104 cells/array 75

Self-assembled

cell chip

�14 300 cells/mm2 �19.63 mm2 (5 mm circle) �3.0 � 105 cells/chip human

peripheral blood mononuclear

cells

This study (SACA)

a�330 cells/mm2 in the picture, and �3300 cells/mm2 in the article.
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a drop of solution will be directly loaded into the center well and the self-assembly process will

occur automatically on cells through the action from gravity in vertical direction and capillary

flow radially in the lateral direction, as shown in Figure 2. In general, the well diameter/liquid

height ratio should be designed roughly similar to the cell spreading/descending ratio to allow

enough time for cells to spread over the well. Since the slit need to be designed smaller than cell

as 5 lm, the outward flow speed, governed by evaporation of liquid at the slit outmost boundary,

was measured about 10 lm/s. To accommodate as many cells as possible, we would hope the di-

ameter can be in the range of cm, however, the liquid height need also to be increased to cm,

which is a little too high for fabrication. As a result, the diameter of the well is finally set as

5 mm for the best optimization among flow speed ratio, slit size limitation, and fabrication capa-

bility in the current study. Wells with larger size are still under development for accommodating

cells in the order of 106–107.

B. Cell culture and preparation

Several kinds of cells were used in this study.

FIG. 1. The SACA. (a) Component schematic diagram. (b) The positional relationship of the well and the micro slit chan-

nel (chip sectional view). (c) The actual photos of chips on the inverted fluorescent microscope.

FIG. 2. (a) Evaporation drives radial slit flow and cell dispersion. (b)–(d) The bottom view of the settling and organization

of cells over 5 min. (e)–(g) The corresponding illustrated cross-sectional side view of (b)–(d) shows the settling and organi-

zation of cells over 5 min. If there are gaps between cells at the bottom, cells above will try to fill the gaps and eventually

settle at the bottom of the well.
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1. HL-60 cells

HL-60 (human promyelocytic leukemia) cell line (from ATCC, American Type Culture

Collection, Bethesda, MD, USA) was used to study the flow field in the chip. These cells were

maintained by passaging twice weekly with Roswell Park Memorial Institute (RPMI) 1640 me-

dium supplemented with 20% fetal bovine serum (FBS) under 5% CO2 at 37 �C.

2. HeLa cells

HeLa (human cervical carcinoma) cell line (from ATCC) was used to emulate rare target

cells in the test of sensitivity and reliability of the chip in detecting rare cells. The cells were

maintained by passaging twice weekly with Dulbecco’s Modified Eagle Medium (DMEM) sup-

plemented with 10% FBS under 5% CO2 at 37 �C.

3. BT-474 cells

BT-474 (Human breast carcinoma) cell line (from ATCC) was used to emulate rare target

cells in the test of sensitivity and reliability of the chip when detecting rare cells. The cells

were maintained by passaging three times weekly with RPMI-1640 supplemented with 10%

FBS under 5% CO2 at 37 �C.

4. Purification of human peripheral blood mononuclear cells (PBMCs)

Human PBMCs were used to simulate the clinical specimen by mixing with different con-

centrations of target cells in this research. Human peripheral blood samples from volunteers

contained a large number of red blood cells (RBCs). To avoid an excessive number of cells, in-

terference from hemoglobin, and other issues, RBCs must be removed before the detection.

Hence, RBC lysis buffer (ACK Lysing Buffer, Invitrogen, Grand Island, NY, USA) is used to

remove RBCs from the samples. After this treatment, white blood cells (WBCs) become the

main component in the PBMC sample which also contains target rare cells. (In this research,

the human blood samples were obtained with the full consent of donors. Safety precautions

were taken and no donors were harmed.)

C. SACA chip operation overview

Before loading into the SACA chip, adherent cells, HeLa and BT-474, were detached from

100 mm diameter culture dishes after adding 1 ml trypsin EDTA (0.25%, Gibco, Carlsbad, CA).

10� volume of DMEM þ FBS was then added to deactivate remaining trypsin. Cells were

then centrifuged to a pellet and re-suspended in PBS with pH 7.4 for further use.

PBS solution containing cells was loaded into the chip well, which was also filled with

PBS solution. In Figure 1(c), the sample in the chip will be observed by inverted fluorescence

microscope (IX71 inverted fluorescence microscope, Olympus Corporation, Tokyo, Japan).

III. EXPERIMENT

A. Cell spreading and self-assembly in SACA chip (E1)

In order to observe and analyze the phenomena and organizing processes of the self-

assembled 2D cell chip, HL-60 cells were first used in the tracking cell dynamics experiments.

The HL-60 cells were stained with Alexa Fluor
VR

488 conjugate of Wheat Germ Agglutinin

(WGA) (Invitrogen, Grand Island, NY, USA) and observed by inverted fluorescence microscope

(IX71 inverted fluorescence microscope, Olympus Corporation, Tokyo, Japan). PBS solution con-

taining cells was loaded into the well, which was also filled with PBS solution (see Figure 1(c)).

B. Numerical simulation and cell dynamic tracking (E2)

Numerical simulations are intended to mimic experiments, to extend the implications of the

experiments, and to identify the physical significance for further studies by solving an equation
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set based on conservation laws. Governing equations adopted in the calculations of this research

include mass conservation equations, momentum conservation equations, and volume fraction

equations. The complete set of equations was solved using the finite-volume numerical method

(CFD-ACEþ code from the CFD Research Corporation, ESI group, France) based on the con-

figuration and boundary/initial conditions in the experiments. At the same time, the arrangement

of the cells over time was tracked in the bottom-view video, recorded by CCD camera mounted

on the inverted microscope as shown in supplementary Figure S1.87

C. Validation of rare cells identification by SACA chip (E3)

Validation of the functionality of the cell arrangement was conducted by comparing experi-

mental cell detection data with the calculated data based on known ratio of target cells and

background cells.

HeLa cells were divided into two groups and stained with two types of WGA antibody flu-

orescence. HeLa cells with Alexa Fluor 488 (green) fluorescence and HeLa cells with Alexa

Fluor
VR

647 (red) fluorescence, mixed at 1:10, 1:100, 1:1000, and 1:10 000 ratios, were loaded

into the chip for microscopic inspection. The same experiments were repeated five times to

assure the statistical significance of final experimental data.

D. Rare cell detection from human blood by SACA chip (E4)

In order to approach a clinical detection process, a simulated clinical experiment was con-

ducted. BT474 breast cancer cells were used to act as rare target cells and mixed with human

whole blood samples. Samples were prepared in different ratios per experimental requirements.

Usually, RBCs are removed by RBCs lysis buffer to avoid detection difficulties due to the vast

amount of red blood cells in clinical laboratory.52 However, apoptotic debris of RBCs may be

left in the solution containing PBMCs and rare target cells. This experiment verified whether

the apoptotic debris and blood platelets would interfere the formation of the cell arrangement.

As target cells, BT-474 cells, a type of carcinoma derived from epithelial tissues, can be identi-

fied with EpCAM antibody conjugated with FITC. Other cells, as background cells, were

marked with CD45 antibody conjugated with Alexa Fluor 647 (red). After these two staining

steps, samples were loaded into the chip to be inspected using a microscope.

E. Cells culture on SACA chip (E5)

After experiment E2, the cells in the chip were cultured in RPMI-1640 supplemented with

10% FBS under 5% CO2 at 37 �C for 3 days. Then the chip was un-clapped and slightly

washed with PBS solution to remove the primary PBMCs that did not adhere to the well bot-

tom. Because many rare but important cells in peripheral blood are adhesion cells, such as epi-

thelial cells, progenitor cells, pluripotent stem cells, or some immune cells, they can be easily

separated from the PBMCs, which are suspension cells.

IV. RESULTS AND DISCUSSION

A. Cell spreading and self-assembly in SACA chip (E1)

Solution flows through the slit at the bottom of the well and reaches the outer edges of

glass slides by capillary and evaporation effects. Driven by capillary force, solution in the well

will continue to flow outward to replace the vaporized water. This forms an outwardly radiating

flow field which distributes cells laterally (see Figure 2(a)). In Figure 2, the photographs

((b)–(d)) are taken by a camera mounted under the bottom of the well. The illustrations

((e)–(g)) on the right display the cross-sectional view of the well. Carried by the current

towards the slit at bottom of the well, cells gradually sink to the bottom while flowing laterally

towards the well wall in this flow field. After approximately 5 min, all cells are spread at the

bottom of the well. In the process, cell arrangement and fluidic field are controlled by the fol-

lowing mechanisms:
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1. Gravity: forces cells to sink to the bottom of well and finally all cells settle on the same plane.

It allows simultaneous inspection of large volume of cells.

2. Well wall: without the containment of well wall, cells would be carried by flow field and spread

freely and unrestrictedly on the glass slide. Hence, cell distribution would fail to form high den-

sity and high volume cell arrangements (see Figures 2(e) and 2(f)).

3. Slit at the well bottom: the height of the slit is slightly smaller than the average cell diameter.

The slit functions as a filter to prevent cells escaping from the well. Because cells are not rigid,

they may be squeezed into the slit to relieve pressure when there are excessive cells jamming at

the bottom of the well (see Figure 2(a) photograph). When a cell enters the slit, it is unlikely to

flow too far because it is dragged by friction and cell-glass adhesion. Since the glass is transpar-

ent, we can easily observe the cells in the slit. This phenomenon is demonstrated in Figure 2(a),

which is an enlarged picture of the edge of the well from bottom view.

4. Lateral driving force: besides functioning as a filter, the slit at the well bottom provides a lateral

driving force in the fluidic field. This driving force is due to evaporation of fluid at the outer

edges of glass slides (see red arrows in Figure 2(a)).

Because the total surface tension force of the glass slide at the outer edges is larger than

that of the well, it causes fluid in the well to continuously flow toward the edge of the well to

replace water lost through evaporation. Effectively, this forms a stable lateral driving force field

without a mechanical pump. For the purpose of stabilizing flow, the evaporation actuation can

also be replaced by arranging a sponge at the outer edge of the well.

In Figure 3(a), in the well, the organization of the cell arrangement changes as the total

number of cells in the well changes. When the total number of cells exceeds 2.58 � 105, the

cell arrangement begins to form hexagonal tiling which is the highest density organization in

a 2D arrangement. However, because of the individual differences of the cells and cell sizes,

there are still defects in hexagonal tiling. When there are more than 3� 105 HL-60 cells in

the well, it reaches saturation. The central part of the cell chip will begin to form double or

even triple layers, rather than monolayer. Still, using fluorescence detection, two to three

layers of stacked cells can be detected. In addition to density, the cells arrangement is also

affected by the consistency of cells size. Figure 3(b) shows that the slit channel significantly

impacts the sinking and organization of the cell arrangement. The slit flow drives cells to

spread evenly and to form a tight, typically monolayer and array-like arrangement. In the ab-

sence of the slit channel, the cells are much more likely to accumulate in the center than at

the border because of the hemispherical shape of the droplet containing cells, thereby forming

a bell-curve-like stack.

FIG. 3. (a) Different numbers of cells in the well leads to different types of cell organization. When the cell number

exceeds 258 000 in the well, the cell arrangement begins to form hexagonal tiling, the highest density in 2D arrangement.

(b) The bottom slit channel has a significant impact to the organization of the cell arrangement. It allows the cells to be dis-

tributed more evenly.
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B. Numerical simulation and cell dynamic tracking (E2)

CFD-RC is used to simulate the flow field in the self-assembled chip. In the simulation

result (Figure 4(a)), the slow velocity area is shown in blue, while the high velocity area is

shown in pink. Streamlines are also shown in Figure 4(a). Lateral velocity is higher when it is

closer to the top and to the side of the flow field. Lateral velocity is low when it is near the

central bottom of the well. Lateral velocity would increase with slight elevation as illustrated

by the streamline distribution. But even in the bottom edge region of the well, the fastest veloc-

ity in the fluidic field is only about 10 lm/s and decrease with time. Figure 4(b) shows the full

map of the well, which contains 2.5� 105 cells, by combining 12 photos. The distribution of

cells is similar to the prediction from the numerical simulation result of flow speed distribution.

Since the outward velocity in the center region is lower than that at the border in the simula-

tion, the cell would be easier to stop in the center than at the border by well-surface friction.

As a result, the cell density in the center will be somehow higher than that at the border. This

phenomenon was verified by experiments from the cell distribution images across the whole di-

ameter of the well. However, as long as the cells are not stack to one another, individual cells

can still be clearly imaged. The scattering light from the border of the hole is due to the uneven

boundary formed during machining process of the well on glass substrate, and the light scatter-

ing does not affect much on the observation of the cell arrangement underneath the border

region (Figure 4(b)). Since the outflow is very slow (about 10 lm/s) in the micro slit, it is

unlikely that the cells can flood into the micro slit from the center, and which is verified from

the experiment result: we can see more scattered cells distribution at the border than that in the

center by the phenomenon that average fluorescence intensity is higher in the center than that

FIG. 4. (a) Numerical simulation results by CFD-RC illustrating the flow field in the self-assembly cell chip when the ve-

locity of slip flow is 10 lm/s. The results show that the lateral velocity is higher when it is closer to the top or edge of the

well. (b) Photograph of the cell arrangement in the well (diameter of 5 mm). The distribution of cells is similar to the results

of numerical simulation. About 250 000 cells, 12 photos combined. (c) The region near center. (d) The border region.
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at the border of the assembled cells (refer to Figures 4(b), 4(c), and 3(b)). Even a very small

number of cells really be pushed into the slit, due to viscous friction between the micro slit and

cells as well as the gradually smaller flow velocity in radiation type flow, the cells will not

slide for far distance and stop at a final position at the border region. The average stopping dis-

tance from the picture can be identified as about 200 lm, as the region shown between the yel-

low and red dashed lines in Figure 4(d). This part of cells occupies only less than 1% of the

total cells, and standard fluorescence observation under microscope can still recognize the target

cells because the slit is merely the height of a single cell and the bottom glass slide is transpar-

ent without any problem.

The amount of fluid that flows through the slit is affected by the peripheral evaporation

surrounding the chip. Due to the increase of cross-sectional area of the slit’s outer edge and the

adherence of the bottom glass slide, the flow velocity decreases as the cells flow towards the

outer edge of the slit. Few cells entered the slit and those cells would stop within a few hun-

dred microns. Furthermore, those cells can be easily observed.

Figure 5(a) (the enlarged area of red-lined box in Figure 4(b)) is filmed with an inverted

fluorescence microscope aimed at the bottom of the well. The timer starts when the cell-PBS

solution is loaded into the well. The lower right corner of the picture is close to the center of

the well, while the upper left corner of the picture is close to the outer edge. Cells showing a

sharp image are the cells that have settled or almost settled at the bottom of the well. Cells

appearing as foggy light spots are not quite near the bottom of the well. Further away from the

bottom, those cells fall outside the working distance of the object lens and are completely

immersed in the green light background produced by all the other cells’ fluorescence.

When loading into the well containing PBS solutions, cells would randomly disperse in a

bell curve shape if there were no slit at bottom of the well. The descending process of cells

was shown in supplementary Figure S2.87 With the slit, cells are also dispersed by the lateral

flow field. The three phenomena in the flow field are illustrated in Figure 5 (also refer to the

supplementary figures87).

FIG. 5. (a) Snapshots from bottom-view videos from 40 s to 88 s after the PBS solution containing cells were loaded onto

the chip. (b) As a cell sinks from the top to bottom of the well, its lateral velocity deceases. Cell D at 78 s is about the same

height as cell A at 48 s, and their lateral movement is about the same over 10 s. (c) As shown in cell C, some cells may still

move slightly after they settle at the bottom of the well due to Brownian movement. This phenomenon provides an addi-

tional mechanism for tighter cell organization. (d) The movement of the E and E0 bright spot between 40 and 68 s shows

that cells stacked on top of other cells will continue to move in fluidic fields and find gaps or voids among lower cells. This

is consistent with numerical analysis. This phenomenon shows why the cells do not stack and ultimately form tight organi-

zation on the chip.
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1. Radial dispersion of cells

At 40 s, cells A, B, and C enter the microscopic field, although their images are slightly

blurred. Between 40 and 68 s, tacking of these three cells show that they all moved towards

upper left corner as they are carried by the flow field and their images gradually become clear

as they get closer to the bottom of the well. The movement nearly comes to a halt when they

touch down at the bottom at 68 s mark (also shown in Figure 5(b)).

2. Self-assembly of cell monolayer

Some cells can still slide even after they touch the bottom of the well. This sliding pro-

vides additional opportunity for cells to create a tighter formation in the self-assembly process.

For example, cell C sank and entered the microscopic field with similar lateral movement as

cells A and B, finally showing a sharp image when it touches the well bottom. However, the

follow-up tracking shows that at the 78-s and 88-s marks, cell C’s position continued to move

in random directions. In fact, as the cell arrangement formation is near completion after 5 min,

many cells are still moving in random directions similar to cell C unless blocked by obstacles.

In addition to not adhering to the glass surface at the bottom, there are two possible factors for

this phenomenon. One factor is Brownian motion and another is that larger cells are receiving

larger lateral fluidic field force. These two factors continue to push cells into voids in the cell

arrangement (also shown in Figure 5(c)).

3. Height/lateral velocity correlation

In tracking the drift of cells A, B, and C, we observed that the higher the cell position

(they are less clear and less bright in the photos) above the well bottom, the longer the distance

they travel as shown in sequence of photos. Cells closer to the well bottom (they are more clear

and bright) move a shorter distance. This phenomenon is consistent with the numerical simula-

tion (Figure 4(a)) results.

The height/lateral velocity correlation is further demonstrated by the observation of cell

D’s position changes between 78 and 88 s. Cell D at 78 s is about the same clarity as cells A,

B, and C at 48 s. It implies that cell D at 78 s is at about the same height in well as cells A, B,

and C at 48 s. The observed travel distance of cell D in 10 s between 78 and 88 s is about the

same as cells A, B, and C in 10 s between 48 and 58 s. This is consistent with the numerical

analysis results. In adjacent areas, cells at the same height receive similar flow forces.

Another observation is that cell E has stopped at the well bottom at 40 s. Although cell E

is quite bright, from 40 s to 58 s, it can be seen that the brightest spot (E0) around cell E is

moved from the lower right corner to the upper left corner of the cell over time. At 68 s, the

reason for its exceptional brightness is finally revealed: there was another cell E0 on top of Cell

E. Cell E0 was driven by the fluidic field and flew over Cell E to its upper left corner at 68 s.

Seen as a sharp bright spot in a microscopy field, cell E0 was already close to the well bottom

and was directly on top of cell E. This phenomenon proves that even if there is only one cell

height difference, upper cells will bear greater thrust, pass over the lower cells and fall to the

well bottom (also shown in Figure 5(d)).

These three phenomena facilitate the continuous cell movement from the center of the well

to the outer region of the well, until the upper cells find gaps among bottom cells and settle at

the well bottom, eventually forming a tight cell arrangement.

C. Validation of rare cell identification by SACA chip (E3)

As shown in Figure 6(a), green fluorescent target cells can be easily identified in all four

samples of different ratios. With straightforward calculations, the experimental detection data and

calculated preset data match quite well. Experimental detection data only deviate slightly from

the calculated preset data at a ratio of 1:10 000 target cells to background cells. This discordance

is likely the result of errors in preparing the solutions and in taking photographs of the samples
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due to the extremely low number of target cells. This demonstrates the reliability of the cell

arrangement in detecting target cells (Figure 6(b)). The identification method is based on full cell

image scanning, containing many information, such as fluorescent colors, cell size, and cell

shape. This is a fully developed and widely used technique. All the cells dropped into SACA

chip are completely preserved in the well, and even a small amount of leaking cells on the well

boundary can still be imaged. Therefore, a very low detection error rate is anticipated when

inspecting the entire sample at single cell level in this high-density cell arrangement. The only

concern is that the arrangement is in fact not a monolayer and that stacked cells would shield flu-

orescent signals. However, the results prove that there is little data loss due to aggregation of

cells that block each other’s fluorescent signals. The data demonstrate that the self-assembled

chip not only can assemble cells in a dense formation but also creates very few stacking layers.

D. Rare cell detection from human blood by SACA chip (E4)

Figure 7 shows the results of experiment E4. Two ratios of target cells to background cells,

1:100 and 1:10 000, were used in this experiment. For both ratios, the target cells can easily be

identified among the WBCs. Microscopic photos show that apoptotic debris, resulting from lysis

of RBCs, did not affect the cell arrangement operation.

The experiment shows that the WBCs are constrained in the well while the apoptotic debris

and blood platelet would flow out of the well through the 5 lm slit. This process would reduce

their interference in the formation of the cell arrangement.

Figures 7(a)–7(c) show that target cells can be easily detected in spite of some level of

stacking in mono- to triple layers of WBCs. This phenomenon is confirmed with confocal

microscope (Nikon IX71 Inverted microscope with the Cooke Corporation electron multiplica-

tion digital 12 bit CCD camera system). As shown in Figure 7(d), the detection data are very

consistent with the calculated preset data. It confirms that moderate stacking of WBC cells does

not interfere with the detection of target cells.

In practical applications, if the number of target cells is very low, such as less than 10 cells

in one viewing field, counting target cells by human eyes will be faster than software analysis

of a CCD-derived image. The results of this experiment demonstrate that the SACA chip indeed

can be used to detect cell line cancer cells in real human blood and it is compatible with com-

mon techniques and equipment for removing RBCs. The system provides a mechanism for cell

array-like arrangement that does not interfere with identification of target cells in a relatively

short period of time.

In this experiment, a well of 5 lm diameter can fit into the viewing field of a 4� objective

(4� objective þ 10� Eyepiece). In the case of low numbers of target cells, the entire well can

be quickly analyzed by human eyes in 30 s after the samples have been loaded into the SACA

FIG. 6. (a) The target cells (green) are HeLa cells with Alexa Fluor 488 fluorescence, and the background cells (red) are

HeLa cells with Alexa Fluor 647 fluorescence. The target cells can be detected easily in all four different ratios of mixtures.

(b) The comparison of the detected data and calculated pre-set data with different ratios of targeted cells to background

cells.
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chip. If it is operated with a CCD camera, higher magnification at 10� objective is required in

order to resolve the rarer fluorescence signal. The total analysis time will be increased to about

2 min because the well image is segmented into twelve 1392� 1024 fields due to the con-

straints of camera’s resolution (Pixelfly, PCO AG, Donaupark, Germany). (The time estimate

does not include the time spent on pre-treatment and preparation of samples.)

Although the SACA chip utilizes a highly manual operation in this study, it demonstrates

the feasibility of such platform for rare target cell detection in the future. The SACA chip, as a

tool for quickly spreading sample cells in a high density monolayer-like arrangement and with

appropriate design augmentation, may assist other automated analytical system, particularly the

full imaging cell identification systems, such as HD-CTC system presented by Kuhn et al.79–81

The low cost and passive design of SACA chips may have the potential to be expanded to clin-

ical diagnosis with the aid of MEMS technology.

E. Cell culture on SACA chip (E5)

As shown in Figure 8, after 3 days culture, bt-474 cells are adhered to the bottom of the

well, while blood cells are merely touching, not adhering to, the bottom of the well. Therefore,

FIG. 7. (a) The target cells (green) are BT-474 cells (breast carcinoma) labeled with EpCAM antibody conjugated with

FITC fluorescence, and the background cells (red) are white blood cells labeled with CD45 antibody conjugated with Alexa

Fluor 647 fluorescence. The target cells can be detected easily in all three ratios of mixtures. (b) The comparison of the

detected data and calculated preset data with different ratios of breast cancer cells (BT-474) to white blood cells.

FIG. 8. (a) After self-assembly of human blood/cancer cells on the SACA chip, the cells on the chip were cultured for 3

days. (b) Most primary lymphocyte (blood cells) on the chip can be easily removed by slight washing with PBS solution.

Some primary lymphocytes which are lying on the bottom of the well can be removed by slightly stronger washing.

036501-13 Chen et al. Biomicrofluidics 8, 036501 (2014)



separation and purification of target cells are achieved by slightly washing culture medium with

PBS solutions to remove most of the primary lymphocytes. The identified bt-474 cells can also

be picked-up by pipette and easily transferred to a more suitable environment for further inves-

tigation or incubation. The experimental results demonstrate that this chip not only detects and

measures the quality of adhesion rare target cells but also purifies and cultivates them. The sys-

tem provides practical use for the follow-on research and analysis of rare cells.

V. CONCLUSION

In summary, we have developed a simple method for forming a 2D self-assembled mono-

layer (SAM) cell arrangement by employing gravity, micro capillary flow, and cell filter design,

without using external mechanical devices such as a pump. The formation of the 2D cell

arrangement can be accomplished within 5 min with no loss of sample cells. Confirmed by suc-

cessful experiments in detecting cell line cancer cells in real human blood with a ratio fewer

than 1/100 000 in a 5 lm well containing more than 3 � 105 cells, this technology is potentially

suitable for clinical applications to both adhesive and suspension cells. The identified cells can

also be cultured for further analysis or applications. The self-assembled cell chip requires only

a standard fluorescence microscope for investigation without expensive or complicated fabrica-

tion and operation. This low cost but highly accurate 2D cell self-assembly technology is partic-

ularly suitable for developing countries and areas with scarce medical resources.

With appropriate design augmentation, the low-cost and simple passive design of the

SACA chip may have the potential to be expanded to clinical research in rare cell detection.
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