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Abstract

In this study, we developed a prototype animal PET by applying several novel technologies to use

the solid-state photomultiplier (SSPM) arrays for measuring the depth-of-interaction (DOI) and

improving imaging performance. Each PET detector has an 8×8 array of about 1.9×1.9×30.0 mm3

lutetium-yttrium-oxyorthosilicate (LYSO) scintillators, with each end optically connected to a

SSPM array (16-channel in a 4×4 matrix) through a light guide to enable continuous DOI

measurement. Each SSPM has an active area of about 3×3 mm2, and its output is read by a

custom-developed application-specific-integrated-circuit (ASIC) to directly convert analog signals

to digital timing pulses that encode the interaction information. These pulses are transferred to and

be decoded by a field-programmable-gate-array (FPGA) based time-to-digital convertor for

coincident event selection and data acquisition. The independent readout of each SSPM and the

parallel signal process can significantly improve the signal-to-noise ratio and enable using flexible

algorithms for different data processes. The prototype PET consists of two rotating detector panels

on a portable gantry with four detectors in each panel to provide 16 mm axial and variable

transaxial field-of-view (FOV) sizes. List-mode ordered-subset-expectation-maximization image

reconstruction was implemented. The measured mean energy, coincidence timing, and DOI

resolution for a crystal were about 17.6%, 2.8 ns, and 5.6 mm, respectively. The measured

transaxial resolutions at the center of the FOV were 2.0 mm and 2.3 mm for images reconstructed

with and without DOI, respectively. In addition, the resolutions across the FOV with DOI were

substantially better than those without DOI. The quality of PET images of both a hot-rod phantom

and mouse acquired with DOI was much higher than that of images obtained without DOI. This

study demonstrates that SSPM arrays and advanced readout/processing electronics can be used to

develop a practical DOI-measureable PET scanner.
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1. Introduction

Measurement of depth-of-interaction (DOI) is critically important for a PET scanner with

compact geometry to simultaneously achieve high, uniform resolution across the entire

field-of-view (FOV) and high sensitivity (Cherry et al., 2003, Bailey et al., 2005). After 2

decades of investigation with different technologies and designs (Bartzakos and Thompson,

1991, Moses and Derenzo, 1994, MacDonald and Dahlbom, 1998, Miyaoka et al., 1998,

Murayama et al., 1998, Yamamoto and Ishibashi, 1998, Seidel et al., 2003, Yang et al.,

2006, Ling et al., 2007, Maas et al., 2009, Peng and Levin, 2010, van Dam et al., 2011,

Yoshida et al., 2012, Yoshida et al., 2013), this remains an active research area, and

development of a practical DOI-measurable PET with balanced performance in applications

under normal operating conditions remains technically challenging.

A dual-ended scintillator (DES) readout measures DOI by coupling both ends of a pixilated

scintillator array to a photon sensor and calculating the ratio of measured signals from the

two ends to estimate the DOI position (Moses et al., 1995). This method has the benefits of

continuous DOI measurement and increased total light output at the cost of reading both

crystal ends. Researchers have made considerable progress with DES designs in developing

prototype PET detectors and systems (Wang et al., 2004, Shao et al., 2002, Burr et al., 2004,

Godinez et al., 2012, Yang et al., 2008), although they must be developed further for

practical applications. One major technical challenge to DES design is the performance limit

of available photon sensors. A conventional photomultiplier tube is bulky, has a large

insensitive area, and nonuniform gains across the photocathode. Also, use of an avalanche

photodiode (APD) requires sophisticated, expensive readout electronics owing to an

intrinsically low signal-to-noise ratio (SNR) and relatively large insensitive area at the

device edge (for both an APD array and a position-sensitive APD) (Zhang et al., 2007, Yang

et al., 2009). These issues have posed challenges to use these photon sensors for developing

a DOI-measureable PET.

Recent rapid development of solid-state photomultiplier (SSPM) arrays has provided

another choice of photon sensors for DES design (Herbert et al., 2006, Shao et al., 2007,

Schaart et al., 2009, Yamaya et al., 2011, Seifert et al., 2013). With their high amplification

gain, compact size, small insensitive area at the device edge, stable performance, and low

voltage bias, SSPM arrays can, in principle, perform much better than APD in DES design.

However, an SSPM has a relatively high dark-count noise, which may severely worsen

detector performance (in particular, the coincidence timing resolution) when signals of

multiple SSPMs are summed together for event timing and energy measurement (Shao and

Li, 2007, Downie et al., 2013, Goertzen et al., 2013). For development of an SSPM array-

based, high-performance PET detector, suitable readout electronics that can minimize noise

and thus enhance the SNR for improved performance is critical. Among different technical

approaches, reading out each SSPM individually is the best because it not only has minimal
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noise, leading to an optimal SNR, but also enables parallel signal readout and processing

that can provide flexible algorithms for adapting different detector configurations or

applying different event signal-processing methods for different application needs.

However, an electronics system capable of handling very large number of individual SSPM

channels was not available previously, and it remains technically challenging to develop.

To overcome these existing technical challenges in using SSPM arrays for PET

development, we have recently developed various technologies that include the development

of compact PET detectors by coupling scintillator arrays to SSPM arrays with specially

designed light guides, ASIC-based front-end electronics to read out each individual SSPM,

and simplified system electronics with time-based signal processing and data acquisition.

Herein we describe our design, development, and evaluation of a DOI-measureable small-

animal prototype PET using these newly developed technologies.

2. Material and methods

2.1. Prototype PET with DOI-Measurement Capability

The design of the prototype PET scanner was based on the newly developed PET detectors

that can measure DOI under normal operating conditions in a practical tomographic setting

(figure 1a). At the center of each detector module in the prototype is an 8×8 array of

lutetium-yttrium-oxyorthosilicate (LYSO) scintillators, each measuring about 1.9×1.9 ×30.0

mm3, with corresponding pitches of about 2 mm and an overall detection area of around

16×16 mm2. Each crystal has saw-cut surfaces along four 30-mm-long sides and polished at

both ends. The inter-crystal reflectors (enhanced specular reflector, or ESR film; 3M) are 60

μm thick. These reflectors are glued to two sides of each crystal along the same direction to

hold the crystals together but coupled with the other two sides of each crystal without glue

(preserving an air gap between the reflector and crystal surface) to improve the DOI

resolution. The LYSO arrays are read out at both crystal ends using a 4×4 array of SSPMs

(SMPArray4; SensL) through a light guide (figure 1b). The overall size of each SSPM array

is 15.3×15.8 mm2. Each SSPM has a physical size of 3.16×3.16 mm2 and an active area of

2.85×2.85 mm2. The inter-SSPM gap is 0.2 mm. A custom-made light guide with a specially

designed geometry and pattern of grooves distributes the scintillation light from each

individual LYSO crystal to the SSPM array with controlled light sharing to separate all of

the crystals in a flood histogram without significant light loss (figure 1c). The LYSO array,

light guides, and SSPM arrays are optically glued together and sealed inside thin black tape

to form a light-tight detector module, allowing for operation of it at room temperature in an

ambient environment.

The scanner is installed on a portable cart that contains two detector panels mounted on a

rotation table, acquisition electronics boards, an animal bed, and power supplies (figure 1a).

Both detector panels comprise four detector modules linearly packed together with 1-mm

inter-module gaps. The two detector panels are placed with their faces parallel to each other.

The scanner also has 8 crystal planes (equivalent to crystal rings in cylindrical system

geometry) along the axial direction and 64 crystals in each plane. The detector panel-to-

panel distance is adjustable, with a transaxial FOV of up to about 60×60 mm2 (figure 2).

The maximum axial FOV is 15 mm. The voltage supply to each SSPM array is individually
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adjustable to a nominal level of around 32.0 V to balance the amplification gains among the

SSPM arrays. All electronics boards are mounted close to the detectors to minimize the

noise resulting from signal transmissions between the detector and readout electronics

boards through 16-inch flex cables. The animal bed can move axially for multi-bed

acquisitions with a 0.1 mm precision.

2.2. ASIC-Based Parallel Readout Electronics and Data Acquisition

A challenging issue in using SSPM arrays in PET applications is the high-level noise

dominated by dark counts, which may severely degrade the timing resolution and other

aspects of detector performance. The best technical solution for this is a parallel signal

readout/processing scheme that reads each SSPM individually and processes the

corresponding signals independently without adding noise from other SSPMs, resulting in

the best possible SNR. Dedicated Application-Specific-Integrated-Circuit (ASIC)

electronics designed for this application was developed by our group (Deng et al., 2011).

This eight-channel ASIC directly converts output analog signals from each SSPM to digital

timing pulses that encode the gamma-interaction information of position, energy, and arrival

timing. These pulses are transferred to Field-Programmable-Gate-Array (FPGA) based time-

digital convertor (TDC) and are decoded to measure the signal energy and timing

corresponding to each SSPM. In addition to minimizing noise, this parallel readout approach

enables the use of different event-calculation algorithms in FPGA programming to enhance

the detector performance or increase the flexibility for different detector configurations.

Each detector module has one detector-level FPGA (D-FPGA) for decoding of the digital

timing pulses and processing of single-interaction events (singles). The intrinsic timing

accuracy of the TDC is 312.5 ps as determined according to the effective clock frequency at

3.2 GHz. The coincident event is selected by a system-level FPGA (S-FPGA) that

communicates with all D-FPGAs and acquires and transfers data (figure 3). All signals are

transferred from the detectors to front-end readout electronics and the data-processing board

via flat ribbon cables.

2.3. System Calibration and Data Processing

The major instrumentation calibrations included standard detector uniformity and

normalization, time alignment among different channels, and time-walk-error correction

based on application of a predetermined time-energy relationship (Sun et al., 2011).

A 22Na point source (t1/2 = 2.61 years, Eavgβ
+ = 216 keV) was used to irradiate each

detector panel for detector normalization, with an average of 16 million accumulated total

counts per detector. A uniform cylindrical phantom (45 mm diameter, 20 mm axial length)

filled with 18F at an intensity of 13.1 MBq was imaged at the center of the FOV (CFOV) for

system sensitivity normalization.

The data acquisition of the prototype PET scanner includes two steps. During the online

acquisition, the scanner recorded all interaction energy and timing information of a

coincident event from all involved SSPM channels in the list-mode. The timing of the event

was approximated by the earliest trigged single-channel signal timing among all signal

timings. A coarse 50 ns timing window was applied to acquire the online coincident events.
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After the online acquisition, data corrections were applied and more accurate event timing

was calculated offline based on energy-weighted method as described in the following. A

finer 6 ns timing window was applied to select final prompt coincident events. Random

events were subtracted from these prompt coincident events based on the random event rate

measured from a delayed timing window.

The event energy (E) is the sum of energies E1 and E2 measured using SSPM arrays 1 and 2

at the two ends of the LYSO array:

(1)

in which Ei is the energy of an individual SSPM measured with its signal amplitude greater

than the signal acquisition threshold.

The event timing is calculated based on the energy-weighted sum of timings over all

SSPMs:

(2)

in which ti is the timing of an individual SSPM measured in the same event. This energy-

weighted event timing provided the best coincidence timing resolution in our initial studies.

The crystal of interaction is identified by calculating the energy-weighted event positions:

(3)

in which xi and yi are the positions of individual SSPMs along x and y directions,

respectively.

The ratio of signals measured using SSPM arrays 1 and 2 for each event is calculated as

follows:

(4)

The signal ratio R is then converted to DOI using a method based on LYSO scintillator

background radiation developed in our laboratory (Shao et al., 2008, Bircher and Shao,

2012b).

A list-mode-based OSEM image reconstruction algorithm (Reader et al., 2002) was

implemented. Each OSEM subset was simply an equal fraction of total accumulated events

divided in sequential list-mode order without other constraints. An image-resolution

smoothing (1.5 mm) was applied after each iteration to partially compensate for nonuniform

image resolution from the flat-panel, rectangular system configuration. The image

reconstruction was implemented on a graphics processing unit platform (CUDA; NVIDIA)
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to accelerate the reconstruction. Images obtained without use of DOI were also

reconstructed for comparison. A simulation-generated three-dimensional sensitivity map

was validated using premeasured phantom data and used in image reconstruction to

compensate for sensitivity variations across the FOV.

2.4. Detector Performance Measurement

Crystal Identification and Energy Resolution—For each detector module, a flood-

source crystal map was acquired from an external 137Cs source (mono-energy peak, 662

keV) and used to draw boundaries among crystals for initial crystal identification. A second

flood-source crystal map was acquired from an external 22Na source and used to calibrate

the energy scales associated with each crystal by applying both 511 and 662 keV peaks from

the acquired energy spectra. After the energy-scale calibration, an energy window (400–650

keV) was applied to the second map to create the final crystal map for a crystal lookup table.

The crystal of each interaction was selected from this crystal map, and the corresponding

DOI position was calculated according to the signal ratio R measured from two SSPM

arrays.

Coincidence Timing, Energy, and DOI Resolutions—These detector-level

resolutions were measured using an external electronic collimation method to select

interactions within a narrow DOI region (Moses et al., 1995, Shao et al., 2007). An extra

single-channel detector consisting of a 1×1×10 mm3 LYSO crystal coupled with an SSPM

was used to collimate the DOI of the detector module to be measured with a 22Na disk

source (1 mm thickness, 5 mm diameter) placed between them. The small LYSO crystal was

precisely aligned with its long axis within the disk-source plane to provide a thin fan beam

to irradiate a narrow DOI region for several crystals inside the detector module. The extra

detector and 22Na source were stepped together from one end of the detector module to the

other end at different crystal depths, and the signals from the detector module were

measured for the events they were coincident with both detectors. Measurements from

different sides of the detector module were conducted to measure all of the crystals in the

detector module. Each crystal was selected according to the crystal lookup table, and the

energy, coincidence timing, and DOI resolutions were calculated from data obtained at

different DOI positions.

The system-level timing resolution was measured by acquiring coincident events between

the two detector modules in different detector panels with their front ends facing each other

and a 22Na point source in the middle between them. A pair of crystals in the two detector

modules was selected to measure the crystal-level coincidence timing spectrum and

resolution.

2.5. Image Resolution

The spatial resolution of reconstructed images was measured using a 7.7 MBq 22Na point

source that was about 1 mm in diameter and embedded in a polymethyl methacrylate

(Lucite) disk measuring 25 mm in diameter and 5 mm in height (Eckert & Ziegler Isotope

Products). The 22Na point source was suspended in air and stepped at 0.5 mm increments in

the radial direction in the plane across the center of the rotating axis, with the radial offset
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from the CFOV ranging from 0 to 25 mm. The crystal-to-crystal distance between the two

detector panels was fixed at 86.6 mm. Tomographic data were acquired in list mode at each

point source position: two detector panels were rotated 18 equal views (angles) over 360°,

data were acquired for 15 sec at each view, and events were selected with a 6-ns timing

window and 400 to 650 keV energy window offline. A filtered back-projection (FBP)

algorithm with ramp filter was used to reconstruct each image with DOI or without DOI

(binning all interactions inside each crystal to a fixed DOI position). The DOI information

was incorporated to a sinogram with an established method (Xia et al., 2011) to enable using

the same FBP code for both with and without DOI image reconstructions. The radial,

tangential, and axial resolutions of the reconstructed images were measured by fitting

Gaussian functions to the respective profiles of projected images along the center of the

mass of the reconstructed images, and quadratically subtracting the size of the point source

from the fitted full-width at half-maximum (FWHM).

2.6. Initial Imaging Studies

Phantom Study—A hot-rod phantom (Ultra Micro Hot Spot Phantom; Data Spectrum

Corporation) was filled with 9.3 MBq of 18F and imaged in 18 views over 360° with a 2-min

acquisition time at each view and 7.6 million counts overall after all data selection and

correction. The hot rod diameters were 0.75, 1.00, 1.35, 1.70, 2.00, and 2.40 mm, with a rod-

to-rod distance twice the respective rod diameters.

Animal Study—The institutional and national guide for the care and use of laboratory

animals was followed. The conducted animal imaging studies were approved by the

Institutional Animal Care and Use and Committee. An acrylic tube was placed between the

two opposing detector panels for shielding the animal from flex cables during detector

rotations. The crystal-to-crystal distance between the two detector panels was increased to

83 mm. A 24-g nude mouse was intravenously injected through tail vein with about 17.5

MBq of 18F-FDG. The uptake time was 20 min before the imaging. The animal was placed

in prone position for imaging, with isoflurane (0.5%–2.5%) in oxygen for anesthesia. Owing

to a limited axial FOV, data were acquired for seven bed positions with a 10.25 mm inter-

bed distance to cover the majority of the mouse body. Data were acquired at each bed

position with 20 views over 360° and for 1 min at each view, and overall, 18 million counts

were used in image reconstruction after selection and correction of all data. Immediately

after imaging using the prototype PET scanner, the mouse was imaged for 15 min using a

commercially available small animal PET scanner (Inveon, IAW 1.5; Siemens Healthcare),

which has a 12.7 cm axial FOV and approximately 1.5 mm resolution at the CFOV. The

data were subsequently reconstructed using a scanner’s three-dimensional OSEM

reconstruction software. The images acquired using the prototype scanner were then

compared qualitatively with the images acquired using the commercial small animal scanner

to preliminarily validate the animal imaging capability of the prototype scanner.

For both phantom and animal studies, the energy and coincident timing windows of the

prototype scanner were set at 400–650 keV and 6 ns, respectively. Also, changes in count

rate owing to isotope decay over the acquisitions at different views and bed positions were

corrected. Detector normalization, random event subtraction, and attenuation corrections
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were performed in both studies. During these studies, only ambient room temperature

control was used to stabilize the system performance.

3. Results

3.1. Detector Performance

Crystal Identification—The flood-source crystal map created using signals measured

from both SSPM arrays over the entire DOI region is shown in figure 1c. All 64 crystals are

well separated, with an average peak-to-valley ratio greater than 3:1. The differences in the

maps at different DOI positions (not shown) are negligible, demonstrating crystal

identification was independent of crystal depth. This is one of the benefits of individual

SSPM readouts without signal multiplexing.

Energy Resolution—The 22Na energy spectrum of a typical crystal is shown in figure 4a.

The measured energy resolutions (FWHM) for all crystals in an LYSO array over different

DOI positions ranged from 14.6% to 26.0%, with an average value of 17.6%. Results of

energy resolutions over all of the crystals are summarized in Table 1.

Coincidence Timing Resolution—figure 4b shows the coincidence timing spectra

between a pair of crystals. The average crystal and system timing resolutions (FWHM) were

2.8 ns and 3.2 ns, respectively. Results of timing resolutions over all of the crystals and DOI

positions in a detector module are summarized in Table 2. We calculated the timing

resolutions using an energy-weighted event-timing method as illustrated in Eq. 2.

DOI Resolution—The measured DOI function and variations for a typical scintillator is

shown in figure 4c. For crystals located at the central, edge, and corner regions of the LYSO

array, the mean DOI resolutions over all DOI positions were 5.7 mm, 5.5 mm, and 5.0 mm,

respectively. The DOI resolutions ranged from 3.6 mm to 7.2 mm for all crystals over all of

their depths, with an average value of 5.6 mm. Results of DOI resolution measurements are

summarized in Table 3.

3.2. Spatial Resolution and sensitivity

Figure 5 shows measured spatial resolutions (FWHM) of the 22Na point source measured

along the radial, tangential and axial directions over different offsets across the FOV with

images reconstructed with and without DOI information. With the DOI information, the

radial resolution degraded slightly from the CFOV to the edge (2.1 mm to 2.6 mm), whereas

the tangential resolution improved slightly (2.2 mm to 1.9 mm), and the axial resolution

remained about the same (1.5 mm to 1.6 mm). In comparison, without the DOI information,

the transaxial resolutions were worsened severely, with the radial resolutions remained

around 2.6 mm, the tangential resolution changed from 2.7 mm to 2.3 mm, whereas the axial

resolution remained about the same (1.6 mm to 1.7 mm). Overall, we observed resolution

improvement along transaxial directions with the DOI information. Due to the small axial

FOV, the DOI impact to the axial resolution was minor.

The system sensitivities measured with the 22Na point source at different transaxial and

axial positions are shown in figure 6. Peak sensitivities of 4.6% and 12.0% were achieved at
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the CFOV with or without applying a 400–650 keV energy window. The system sensitivity

can be adjusted by have a different distance between the two detector panels.

3.3. Initial Imaging Studies

Phantom Study—Transverse images of the hot-rod phantom were reconstructed with and

without DOI information from the same acquired data (figure 7). The image reconstructed

with DOI information had no noticeable artifacts. As expected, we observed very little

degradation of the resolution or image quality within the FOV that encompassed the hot

rods. Rods with diameters as small as 1.7 mm can be visually resolved. In comparison, the

quality of the image reconstructed without DOI information was severely deteriorated,

including noticeable artifacts and reduced contrast at the central regions.

Animal Study—Figure 8 shows the images of the mouse acquired using the prototype PET

scanner and reconstructed with and without DOI information. As expected, the quality of the

images reconstructed with DOI information was superior to that of the images reconstructed

without DOI information. The images reconstructed with DOI information clearly reveal

myocardial uptake of the radiotracers without any of the distortions or artifacts in the images

reconstructed without DOI information. Figure 9 shows the mouse images acquired using

the prototype and commercial PET scanners, respectively, exhibiting similar image quality

and validate qualitatively the animal image acquired from the prototype PET scanner.

4. Discussion

The DOI resolution measured from a single LYSO scintillator was about 2 mm (Bircher and

Shao, 2012a), which is much better than that measured from an LYSO scintillator inside the

detector array, although both have the same crystal geometry and surface conditions. We

believe this is because in the current process of scintillator-array assembly, scintillators and

reflectors are glued together along two sides, which eliminates the air gaps between the

scintillator/reflector surfaces along those edges and greatly alters the light reflection and

propagation conditions necessary for good DOI resolution. Improving the detector DOI

resolution to 2–3 mm by modifying the scintillator-array assembly process to preserve the

air gaps between the reflectors and scintillators is feasible; a study of this is in progress.

Nevertheless, our study shows that the current coarse DOI resolution can still improve

imaging performance significantly.

Because of less light loss at the central crystals than at the corner and edge crystals in the

detector module owing to the fact that light escaping from central crystals has a greater

chance of being detected by neighboring SSPMs, the energy and coincidence timing

resolutions for central crystals are better than those for corner and edge crystals. However,

the light escaped from central crystals may undergo extra reflections at neighboring crystals

that can degrade the DOI resolutions for central crystals (Table 3).

Either with or without DOI information, changes in axial resolution are much smaller than

those in transaxial resolutions owing to the fact that the small axial FOV (~16 mm) of the

prototype PET scanner limits the impact of DOI on axial resolution. The uniformity of radial

and tangential resolutions are pretty good as measured by the prototype scanner, this is
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because the fact that the point source was always imaged by two opposing detector panels in

parallel which limits the incoming angle of gamma ray to the detector and reduce the

resolution non-uniformity as usually observed with a stationary multi-polygon configured

detector system (Yang et al., 2008). Nevertheless, it is clear from figure 5 that DOI

measurement has substantially improved the overall radial and tangential resolutions.

The measured average crystal coincidence timing resolution of 2.8 ns resulted mainly from

an intrinsic rise time of the SSPM arrays used in the prototype PET scanner greater than 20

ns (Sun et al., 2011). With the recent improvement of latest SSPM rise time to less than few

ns, we expect the detector coincidence timing resolution can be improved to significantly. In

addition, one separated study (not presented) has shown that timing resolution can be further

improved by ~20% if an error-weighted instead of energy-weighted event timing calculation

is used (Bircher, 2012).

The spatial resolution and system sensitivity of the prototype PET scanner can be improved

further. As seen in figure 1c, all of the crystals are well separated beyond their boundaries in

the flood-source crystal map, indicating that the crystal-identification capability of the

detector can be better than that with the current 1.94×1.94 mm2 crystal size. Also, the image

resolutions can be further improved by using smaller crystals (e.g. 1.5×1.5 mm2) with

proper light sharing. In addition, the geometric sensitivity and FOV size of the prototype

PET scanner are limited by the use of small rotating detectors. However, tiling more

detectors together to form two-dimensional flat panels and thus develop a stationary system

with extended axial coverage to substantially improve the system sensitivity should be

feasible without fundamental technical difficulties.

To verify that the severely deteriorated image quality shown in figure 7b was indeed due to

the artifacts and distortions caused by without using DOI information in image

reconstruction, a Monte Carlo simulation study (based on GATE simulation package (Jan et

al., 2004)) was conducted to generate a simulated phantom image that included emissions of

gamma rays from the hot-rod phantom, interactions with the PET detectors, data acquisition

of coincidence events under the same scanner geometry and setup for the experimental

phantom study, and image reconstruction with the same data process and reconstruction

parameters applied for the measured data. The reconstructed images from the simulated data

with and without using DOI information are shown in figure 10, with very similar image

qualities as that shown in the measured data (figure 7). This simulation study confirms that

the measurement of DOI information is quintessential for achieving good image quality with

compact scanner and imaging conditions as that described in this study.

5. Conclusion

We constructed and evaluated a prototype PET scanner with DOI-measurement capability,

by successfully using SSPM arrays with parallel readout electronics to take advantage of this

recently developed photon sensor technology and create practical, advanced PET detectors.

Other distinguishing features of the detectors in the prototype scanner include the use of

light guides for proper light sharing among scintillators with small cross-section sizes,

closely packaged and seamlessly tiled detectors for enablement of scalable system
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configurations, and custom ASIC- and FPGA-based electronics to facilitate flexible

algorithms for event calculation and data processing to improve imaging capability and

performance. Individual detector modules showed good coincidence timing, energy, and

DOI resolutions at about 2.8 ns, 17.6%, and 5.6 mm, respectively. With 30-mm-long LYSO

crystals and a very compact system geometry, we have achieved uniform volumetric image

resolutions across the FOV that are better than 8 mm3, indicating that high, uniform image

resolution and high sensitivity can be achieved simultaneously. Our initial phantom and

animal imaging studies using the prototype scanner have clearly demonstrated the potential

and benefits of applying SSPM arrays with advanced signal readout and processing

techniques to the development of a practical, high-performance DOI-measureable PET

system.
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Figure 1.
Images of (a) the prototype PET scanner, (b) a detector consisting of an LYSO array, light

guide, and SSPM, and (c) the flood-source crystal map of a detector. A schematic view of

detector and scanner is shown in figure 2.
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Figure 2.
Schematic view of the prototype PET scanner configured with two rotating detector panels.

Each detector panel consists of 4 detectors with dual-scintillator-end SSPM readout. The

acrylic tube was used for animal imaging only.
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Figure 3.
Schematic view of signal processing and data acquisition of the prototype PET scanner.
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Figure 4.
Measured single crystal (a) energy and (b) coincidence time spectra, and (c) DOI function

with error bars related to DOI resolutions.
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Figure 5.
Spatial resolutions measured with reconstructed images of a 22Na point source at different

FOV offset positions (a) with and (b) without DOI.

Shao et al. Page 18

Phys Med Biol. Author manuscript; available in PMC 2015 March 07.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 6.
System sensitivity measured with a 22Na source at different (a) transaxial positions and (b)

axial positions. The measured peak sensitivities in (a) were slightly lower than the ones in

(b) due to the fact that the transaxial positions in the measurement were slightly off from the

exact central axial plane.
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Figure 7.
Images of a hot-rod phantom reconstructed (a) with and (b) without DOI information. Total

40 subsets and 1 iteration were used in the OSEM image reconstructions.
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Figure 8.
Images of a mouse acquired using the prototype PET scanner. Transverse, coronal, and

sagittal slices are shown from left to right in each panel for images reconstructed (a) with

and (b) without DOI. Total 16 subsets and 4 iterations were used in the OSEM image

reconstructions.
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Figure 9.
Images of a mouse acquired using the (a) prototype and (b) commercial animal PET

scanners. Transverse, coronal, and sagittal slices are shown from left to right in each panel.

Total 16 subsets and 4 iterations were used in the OSEM image reconstructions.
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Figure 10.
Images of a hot-rod phantom reconstructed from simulated PET data (a) with and (b)

without DOI information.
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