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Abstract

The increasing availability of studies from many nations offers important potential insights into

group-based psychology and behavior, conflict, and violence. Nonetheless, to date, few cross-

national or cultural comparisons of study findings have been made, representing a gap in our

understanding of the historical causes and courses of intergroup conflict in current comparative

approaches. Meta-analytic methods offer researchers the ability to combine data from studies with

groups as well as across time. Our review of statistical methods available for comparative analyses

in intergroup research found strengths and limitations for understanding group differences,

conflict, and violence, and meta-analytic methods address these limitations by exploring potential

structural-level moderators and by identifying how temporal and geographical variations may

relate directly to group-based variables. Such methods can contribute to our understanding of

broad structural effects on group-based variables by elucidating the mechanisms underlying them.

Decades of intergroup research have amassed an extensive knowledge base from which

prominent theories in intergroup relations and processes emerged. Numerous studies have

tested long-standing perspectives in intergroup relations, such as the scapegoat hypothesis

(Hovland and Sears 1940) and the authoritarian personality (Adorno et al. 1950). These

studies were conducted in particular regions and at particular points of time. However, there

is overwhelming data suggesting that attitudes, values, and behaviors are temporally and
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geographically clustered (e.g., Krug and Kulhavy 1973; Park and Peterson 2010; Plaut,

Markus, and Lachman 2002; Rentfrow 2010). Yet little is known about how these temporal

and geographical variations relate directly to group-based discrimination and conflict.

Comparative analyses using data from various sources, time periods, and geographical

regions have the power to elucidate mechanisms underlying group-based conflict and

violence. Meta-analysis is a powerful comparative method that meets these goals yet is at

present under-utilized.

The purpose of the current paper is to discuss major methodological issues involved in

comparative analysis and to offer meta-analysis as a viable and practical solution in the

study of intergroup relations. We begin by discussing the various methodological solutions

and statistical tools for multi-level and longitudinal data, before presenting practical

applications of meta-analytic methods to common methodological issues. We focus on

issues of particular interest to intergroup comparative research: (a) whether group-based

differences change over time, and (b) geographical area studied, (c) whether structural-level

factors impact these patterns, and (d) how meta-analytic methods can be used to address

these factors. Finally, we discuss the implications of such methods for structural-level theory

and interventions. In order to understand how meta-analytic methods can enhance intergroup

comparative analyses, it is first necessary to characterize the most sophisticated methods that

are currently brought to bear on them.

1. Primary-Level Structural Comparative Analyses

Large-scale data on intergroup behavior and conflict are often multi-level or nested (e.g.,

groups within regions, regions within nation-states), and several advanced methods are

uniquely suited to examine such data structures. For example, when intergroup differences

in prejudicial attitudes and discriminatory behavior are found, researchers may have

conceptual interests in discovering whether structural-level factors explain such differences.

Various analytic strategies are available using either a causal or correlational approach

depending on how the independent variable is operationalized, the data structure, and

research questions. For example, hierarchical linear modeling (HLM) or multi-level

modeling (MLM) are appropriate methods for examining changes in, say, xenophobia in

relation to the emergence of conservative political parties within different nations and across

separate times, when it is longitudinal (Rydgren 2003). Various statistical software

programs, including HLM, Stata, SAS, and MPlus are commonly used for multi-level data

analyses; the public-domain software R is increasingly used. Temporal effects add another

level of complexity to structural-level analyses. In cases where there is more than one time

point measured, repeated measures analysis can be conducted, considering time as another

level.

Longitudinal structural equation modeling (SEM) has been extended to model intra- and

intergroup variability over time and also allows estimation of causal relations among key

variables and to test model fit. This strategy derives parsimonious theoretical models of

causal relationships, a method useful for theory-building with temporal data. Two estimation

models are available for longitudinal structural equation modeling: latent variable modeling

of changes over time (McArdle 2009) and multi-group mixed-effects analyses (Ram and
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Grimm 2009). Such strategies could potentially be employed to examine how temporal

changes (i.e., slope) in subordinate group members' level of prejudice predict changes in

dominant group members' prejudicial attitudes. Finally, one of the advantages of using

longitudinal structural equation modeling is its ability to deal with unbalanced or incomplete

data, a common problem in longitudinal data (Judd, Kenny, and McClelland 2001).

These advanced statistical techniques allow us to fit complex causal or correlational models

to available data and provide powerful ways for addressing problems arising from large

quantities of longitudinal data, which are sometimes available from archives as secondary

data. The main limitation of these methods that is directly relevant for cross-group

comparisons is their reliance on longitudinal study designs. Such techniques also yield

findings that are limited to specific participants at particular points in time and place.

Because cultures are known to change along with intergroup relations, research would

benefit from data gathered across a greater span of time and place. Yet, longitudinal designs

are costly and suffer threats to validity, such as those due to history (Campbell and Stanley

1963). Given these limitations, alternative models of comparative analysis should be

considered, such as meta-analysis.

The wealth of available studies on many group-comparison topics may seem like a good

thing. Yet, beyond a certain point, very large numbers of studies can create an “evidence

monster,” too large to tame with intuitive strategies (Johnson and Boynton 2008). Meta-

analyses have been conducted to synthesize a wide array of social psychological topics

(Richard, Bond, and Stokes-Zoota 2003), yet, to date, relatively few have been performed to

compare groups. The lack of meta-analyses in this area means that the resources that have

been deployed to compare groups have been underutilized and highlights a potential

knowledge gap.

2. Meta-Analytic Methods

Meta-analysis organizes and integrates new findings into the currently existing information,

identifies consistencies and inconsistencies within the data, determines if findings are

generalizable, eliminates redundancies, and improves the “reliability and accuracy of

conclusions” (Mulrow 1994, 597). By integrating findings from primary-level studies, meta-

analytic methods allow us to compare results across decades, cohorts, and locales. They

show whether intergroup attitudes and discrimination, behavior, and conflict operate the

same way at different points in history, for example. Results from primary-level studies may

also relate to structural-level factors as measured by social inequality indices. With true

experiments, the effect sizes in a meta-analysis gauge a causal difference – the difference

between experimental conditions – across multiple studies (see Bettencourt and Miller 1996;

West and Thoemmes 2010). Yet, meta-analysis does not have to rely on experimental

designs (Shadish 2010). Instead of creating experimental designs, meta-analytic techniques

rely on past studies that have instantiated such designs to create experimental and control

groups. Moreover, in some cases, temporal meta-analyses allow researchers to determine the

temporal direction of causation, thus providing a solution to the correlation-or-causation

dilemmas that often plague comparative research.
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Meta-analysis for basic scientific questions

Meta-analysis is a powerful method for combining the aforementioned statistical techniques

for analyzing data across time and at various levels (Johnson and Eagly 2000; Johnson and

Boynton 2008) so that direct comparisons of study effects across different studies and

populations can be made (see Cohen et al. 1999). Moreover, like other analytical techniques,

meta-analytic methods can answer questions about the data across multiple studies (Johnson

and Eagly 2000): (1) What are the statistically significant relationships among the data? (2)

What is the level of variability in the data? And (3) what are the potential moderators that

explain the variability? Meta-analysis answers these questions by comparing study results on

a common metric adjusted for study sample size and other biases.

Several general steps should be followed for conducting a meta-analysis (Johnson and

Boynton 2008; Johnson and Eagly, 2000; see Cooper, Hedges and Valentine 2009 and

Lipsey and Wilson 2001 for detailed techniques and considerations). First, the researcher

should articulate a research question and well-defined hypotheses of the relationships among

variables of interest. These questions and hypotheses aid the process of searching for

relevant articles. Once primary studies have been retrieved and coded, effect sizes should be

calculated using the appropriate statistical technique(s). At this point, the researcher fits

models to the effect sizes. In meta-analysis, the average effect size is a model that gauges a

comparison across a set of studies. Goodness-of-fit statistics allow us to determine whether

the mean is a good depiction of the underlying effect sizes. If there is more variability than

one would expect by sampling error alone, then the mean effect size is not a good

description of the studies' effects and more complex models are necessary.

Meta-analysis formulates statistical models in which it is possible to explain such

heterogeneity as a function of substantive and methodological characteristics of the primary

studies, otherwise known as moderators (Hunter and Schmidt 2004; Johnson and Boynton

2008; Lipsey 1994). The general linear model for predicting effect sizes from moderator

variables is the usual strategy for analyzing their possible association. Hedges and Olkin

(1985) proposed an approach based on weighted least squares multiple regression models, a

practice that has become known as “meta-regression.” Primary study characteristics such as

experimental design, recruitment method, age of the sample, and intervention and control

group characteristics can moderate or mediate the variability sample effect sizes. Structural

variables such as social inequality indices can moderate study effects, and may be included

as moderators of the final effect size. Researchers should take care to correctly report meta-

analytic results according to formal guidelines (e.g., QUOROM Statement, Quality Of

Reporting of Meta-analyses, Moher et al. 1994); the revision of the guidelines, renamed

PRISMA, or Preferred Reporting Items for Systematic reviews and Meta-Analyses, Moher

et al. 2009).

Let us consider a concrete example of intergroup contact and its effects on intergroup

prejudice. Pettigrew and Tropp (2006) conducted a meta-analysis to test a basic scientific

question pertinent to intergroup research: Does intergroup contact reduce intergroup

prejudice (Allport 1954)? Using 515 independent studies conducted across 38 countries over

the past three decades, the meta-analysis tested the association between intergroup contact

and prejudice, alternative explanations for effects of intergroup contact on prejudice, and
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effect-moderators (e.g., optimal context specified by Allport's conditions for positive

contact). As predicted, intergroup contact generally resulted in prejudice reduction across

various types of samples and contact settings, and effects were not attributable to alternative

explanations. Contact-prejudice effects were not significantly moderated by any single

contextual condition alone; rather, effects were moderated by a global indicator of optimal

contact, suggesting the importance of considering Allport's optimal contact conditions

altogether rather than independently. Pettigrew and Tropp's analyses (2006) provided a

seminal test of an influential hypothesis in intergroup research by using accumulated data

from across time and geography to advance scientific knowledge in this area.

In order to estimate the most accurate mean effect sizes and examine effects of the other

moderating variables, the effect sizes derived from the primary studies must be adjusted or

weighted accordingly (Lipsey and Wilson 2001). A pooled effect size across studies or a

regression model needs to be weighted by the appropriate variance. Two basic models based

on fixed- or random-effects assumptions may be employed to determine the weights. Fixed-

effects models assume that differences between studies are due only to sampling error. In

general, studies with larger sample sizes are weighted more than those with smaller samples.

Fixed-effects models should be employed when researchers expect that no more than

sampling error will remain after the model is applied, whether overall or in combination

with moderators (Hedges and Vevea 1998; Overton 1998); strictly speaking, the results may

be generalized only to conditions very similar to those observed in the underlying studies.

Random-effects models, on the other hand, incorporate a source of variability in addition to

sampling error, derived from the distribution of the observed phenomenon. In other words,

the main assumption under random-effects model is that every individual effect size is

estimating a parametric effect size with a conditional variance produced by random

sampling. Findings from such models may generalize to conditions that differ from the

underlying studies. When studies exhibit no more than sampling error, random effects

models reduce to fixed effects models because the population variance is zero. Fixed-effects

models tend to be relatively more likely to produce statistically significant results, whereas

models that incorporate random effects tend to be relatively conservative, especially when

studies lack homogeneity (Overton 1998).

In conducting secondary and archival data analyses, issues that arise and decisions that need

to be made can affect how the data is treated (e.g., using random- versus fixed-effects

model). Because meta-analysis uses secondary and/or archival data, the statistical

assumptions applied to each type of data require careful consideration of the research

question(s). Secondary data analysis uses data that other researchers have collected in

multiple studies, while archival data analysis is based on data continuously collected over

time to identify trends in a single source. Researchers must weigh the different assumptions

associated with each analysis method and decide the appropriate approach for the research

questions at hand (see Hedges and Vevea 1998 for discussion). The existence of archival

data in meta-analysis permits researchers to incorporate important indicators into meta-

analytical data.
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3. Applications of Meta-Analytic Methods in Intergroup Comparative

Analyses

Meta-analytic methods may be used to model explanatory mechanisms underlying changes

in intergroup conflict, prejudice, and discrimination across time, space, and cultures. In the

United States, population-based databases such as American National Election Studies, the

General Social Survey, and the Federal Bureau of Investigation's Uniform Crime Reports

and Hate Crime Statistics, as well as various survey polls (e.g., Gallup) can be used to

examine conflict between groups geographically and historically. An added advantage of

meta-analysis is that it allows structural-level moderators such as social inequality indices to

be included in the model. Moderation by structural-level factors is often invaluably

informative in accounting for group differences across time and space. For moderation

analyses, researchers may consider structural features derived from the United Nations

Development Program's Human Development Reports, the World Bank's World

Development Indicators, the Schwartz Values Survey, and the Cingranelli-Richards (CIRI)

Human Rights Dataset (http://ciri.binghamton.edu/index.asp). The Schwartz Values Survey

dataset provides an overview of basic intercultural values from over 60,000 individuals in 64

nations across the world in samples taken as early as 1988, with further samples routinely

added to the database. The CIRI database contains yearly measures of fifteen internationally

recognized human rights from 195 nations, commencing with 1981 and updated annually.

Coupled with comparative analyses of regional effects, meta-analytic methods offer

important insights into how prejudicial attitudes are created and sustained.

3.1. Temporal Trends and Cohort Effects

In temporal analysis of prejudicial attitudes, researchers should test whether significant

trends in the data over time reflect true change in prejudice or cohort differences.

Differences between birth cohorts are driven by historical events, and by differences in

cultural values and worldviews, formal education, and peer-group socialization (Ryder

1965; Stewart and Healy 1989; Twenge 2008). Reductions in prejudice with increasing age

are related to changes in individuals, while reductions in prejudice with increasing time (or

cohorts) are related to societal or cultural changes.

Both longitudinal and cross-sectional studies have been used to examine temporal trends

(Woodruff and Birren 1972). Longitudinal studies identify changes due to maturation, while

cross-sectional studies identify changes due to both maturation and generational differences

(Costa and McCrae 1982; Schaie 1965). Thus, cross-sectional studies often confound age

and cohort effects (Costa and McCrae 1982; Schaie 1965; Twenge and Campbell 2001;

Woodruff and Birren 1972), making it difficult to determine the specific effects of age and

cohort. Studies that find age differences in group-based prejudice and discrimination cannot

be generalized if the studies were conducted at a particular time and did not examine

potential cohort differences (Twenge 2001).

Tracking temporal trends is a key component for understanding intergroup conflict. In a

meta-analysis that examined the association between intergroup contact and conflict, Hall,

Matz, and Wood (2010) found that the relationship between religiosity and racism decreased
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over time between 1964 and 2008. In this case, tracking trends over time helped identify a

variable that contributed to racism. Furthermore, numerous studies (e.g., Avery et al. 2007;

Hicks and Lee 2006; Loftus 2001) have shown that attitudes toward gays and lesbians have

become more positive since the 1970s. Tracking temporal trends is a key component for

understanding intergroup conflict as it can serve as a clue that relations are improving or

degrading and can aid in identifying factors that drive these trends.

To examine cohort differences more rigorously, researchers should compare the same age

group at more than one time (Donnellan and Trzesniewski 2009), a challenge that cross-

temporal meta-analyses can address (Twenge 2001, 2008; Twenge et al. 2008). Cross-

temporal meta-analyses examine birth cohort differences by comparing individuals of the

same age at different time points and reporting the relation between mean scores of a

measured characteristic (such as ingroup and outgroup attitudes) and the year of

measurement. Cross-temporal analyses should include examinations of individual-level and

aggregated data to determine if age, cohort, or an interaction of age and cohort are

associated with changes in prejudicial attitudes (Trzesniewski and Donnellan 2010). For

example, Malahy and colleagues (2009) predicted that increasing levels of income

inequality disparities would cause undergraduate students to maintain (and even strengthen)

their belief in a just world (Rubin and Peplau 1975). The results of the cross-temporal meta-

analysis support the authors' hypothesis. Over the 34-year period of analysis, increases in

income inequalities were associated with an increase in the number of individuals who

reported a strong belief that the world was just and that people received the outcomes that

they deserved (Malahy et al. 2009).

3.2. Regional Comparisons

An array of nationally representative data is available to examine intergroup conflict.

Several researchers have used this approach to understand how attitudes toward gay, lesbian,

and bisexual individuals are related to hate crimes (Alden and Parker 2005; Avery et al.

2007; Hicks and Lee 2006; Loftus 2001). For example, individuals who live in the South

Central region of the United States are more likely to hold negative attitudes toward gays

and lesbians (Loftus 2001), which may be related to the incidence of hate crime. Meta-

analysis could discover whether or this trend remains valid across studies and in other

regions of the United States, or if the finding is unique to a few studies.

Different geographical regions foster different political, cultural, and social climates that

may affect intergroup conflict. For example, political ideology is a major force behind social

dominance orientation (SDO; Pratto et al. 1994) and right-wing authoritarianism (RWA,

Altemeyer 1981, 1988, 1998), which contribute to racism, sexism, and other forms of

prejudice and discrimination (Sibley, Robertson, and Wilson 2006). Also, group-based

conflict may differ depending which region of a country is being examined. In Sri Lanka,

Schaller and Abeysinghe (2006) found that the Sinhalese are less willing to engage in

conflict resolution and more likely to stereotype the Tamils in regions where the Sinhalese

comprises the majority group than where they are the minority group.

One problem in regional comparative studies is non-random missing data from regions

where frequent intergroup conflicts and violence occur. Data from countries with high risks
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and greater violence are less likely to appear in data archives and may therefore be

inadvertently omitted from studies that focus on these sources. However, their risk and

violence are assessed in international datasets such as CIRI with representative measures

suggest possible reasons for missing data. Thus, they need not be completely omitted from

such research.

4. Limitations of Meta-Analysis

Meta-analysis is a method to synthesize extant research, and as such, suffers from much the

same limitations as primary studies. First, the results of a meta-analysis depend entirely on

the quality of available primary studies (Coyne et al. 2009; Eysenck 1978, Wilson and

Rachman 1983). As such, it is important to evaluate methodological quality when selecting

studies, and to include any estimation of selection criteria in order to gauge its possible

impact on the final results. Second, although meta-analysis may be employed in hypothesis-

testing, we caution researchers against making causal statements on the basis of meta-

analysis. If the meta-analysis includes only primary studies employing true experiments,

then the effect size is gauging a causal difference (Bettencourt and Miller 1996; Johnson and

Eagly 2000); even here, moderator values are likely to be correlational, qualifying any

findings.

Often, limitations to meta-analysis are related to misapplication of the method or its basic

assumptions (Ioannidis and Lau 2001). Although meta-analytic methods are often criticized

as combining “apples and oranges,” or comparing phenomena from qualitatively different

studies, a meta-analytic perspective would turn the question into a moderator (e.g., Cooper

et al. 2009; Johnson et al. 2007). For example, do studies assessing social dominance

orientation (Pratto et al. 1994) with various ethnic groups obtain the same results when one

ethnic group is compared to another?

5. Conclusion

Human societies comprise various components that interact over time at multiple levels of

organization. As such, a comprehensive, interdisciplinary approach to understanding

intergroup conflict may include modeling of multi-level factors and interrelations that

underlie human group-based processes (Diez-Roux 2007). Such an approach may consider

incorporating qualitative reviews to inform or explicate meta-analytic findings; qualitative

methods offer a richer and more comprehensive understanding of quantitative findings.

Longitudinal designs are not the only designs by which researchers may examine temporal

changes. Cumulative sources of data are available today, including, for example, indices of

inequality and development (e.g., Gini coefficient, Human Development Index), prejudicial

attitudes (e.g., the Eurobarometer), and frequency of war and violence (e.g., from the World

Health Organization) from regions all over the world across various time points. Meta-

analysis of these data provides an alternative approximation to longitudinal designs.

There are several important methodological issues associated with analyzing trends using

archival and secondary data, the most obvious being temporal dependency. Statistical

models must be correctly specified in order to account for data dependency (Kenny and Judd
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1986). Multi-level data structures, which provide insights into the level at which changes

occur, also require specialized methods for treating nested data (Bryk and Raudenbush 1987;

Kenny, Kashy, and Bolger 1998). Methodological advances in analytical strategies such as

multi-level modeling and time-series analyses allow researchers to answer questions

pertaining to time effects and higher-level socio-structural factors. Meta-analytic methods

offer similar solutions. Their strength over other quantitative methods lies in their routine

ability to examine whether group comparisons vary across decades, cohorts, and

generations, something that is extremely difficult using primary-data-collection strategies. In

other words, meta-analysis allows moderator analyses of temporal data. The use of this

strategy allows researchers to examine broader, higher-level moderators of intergroup

phenomena such as social inequality indices. This feature is critically important for

advancing knowledge and informing structural interventions and policies.
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