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Abstract

Objective—To comparatively evaluate the effectiveness of three different methods involving

end-users for detecting usability problems in an EHR: user testing, semi-structured interviews and

surveys.

Materials and methods—Data were collected at two major urban dental schools from faculty,

residents and dental students to assess the usability of a dental EHR for developing a treatment

plan. These included user testing (N=32), semi-structured interviews (N=36), and surveys (N=35).
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Results—The three methods together identified a total of 187 usability violations: 54% via user

testing, 28% via the semi-structured interview and 18% from the survey method, with modest

overlap. These usability problems were classified into 24 problem themes in 3 broad categories.

User testing covered the broadest range of themes (83%), followed by the interview (63%) and

survey (29%) methods.

Discussion—Multiple evaluation methods provide a comprehensive approach to identifying

EHR usability challenges and specific problems. The three methods were found to be

complementary, and thus each can provide unique insights for software enhancement. Interview

and survey methods were found not to be sufficient by themselves, but when used in conjunction

with the user testing method, they provided a comprehensive evaluation of the EHR.

Conclusion—We recommend using a multi-method approach when testing the usability of

health information technology because it provides a more comprehensive picture of usability

challenges.
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INTRODUCTION

Electronic health records (EHRs) are increasingly being adopted by healthcare providers,

who are attracted by financial incentives and the promise of improved quality, efficiency

and safety [1–5]. However, usability issues are cited as one of the major obstacles [6–8] to

widespread adoption. Good usability, the goal of user-centered design [9], is meant to ensure

that a technology will empower the user to effectively and efficiently complete work tasks

with a high degree of satisfaction and success. Conversely, poor EHR usability has been

shown to reduce efficiency, decrease clinician satisfaction, and even compromise patient

safety [10–19].

Usability evaluation is conducted at different stages of the EHR development and

deployment and vary in their approach and focus [20]. Formative usability assessments

occur throughout the software development lifecycle. The purpose of these evaluations is to

identify and fix usability issues as they emerge during the development stages of a system to

assure quality of the tool, which in the long run would be cost effective in terms of time and

effort [21, 22]. According to the National Institute of Standards and Technology (NIST)

EHR Usability Protocol, “the role of formative testing is to support design innovations that

would increase the usefulness of a system and provide feedback on the utility of an

application to an intended user” [23]. Summative usability assessments occur after the

completion of development of a system and before the release of a product or application

where the goal “is to validate the usability of an application in the hands of the intended

users, in the context of use for which it was designed, performing the typical or most

frequent tasks that it was designed to perform.” [23] Recognizing the importance of usability

to safety, summative usability testing is a requirement of the 2014 EHR certification criteria

as part of Meaningful Use [24].
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A key challenge is the selection of an appropriate method, or combination of methods, to

efficiently and effectively assess usability. Evaluation methods vary and may be conducted

solely by experts or involve end users (individuals that will use the product) [25–27]. Expert

reviews, such as heuristic evaluation, involve usability specialists who systematically

inspect EHR platforms and then identify best practice design violations [28, 29]. These

reviews are typically conducted in order to classify and prioritize usability problems [30,

31]. Specialists may also build cognitive models to predict the time and steps needed to

complete specific tasks [32]. End users, such as clinicians and allied health professionals

who will actually use the system in the real environment, may participate in usability testing

in which they are given tasks to complete and their performance is evaluated [33]. Trained

interviewers provide useful qualitative data through semi-structured and guided interviews,

and administering questionnaires.

Surveys are another method to assess the usability of a product in development. Surveys

measure user satisfaction, perceptions and evaluations [34]; they have the advantages of

being inexpensive to administer, the results quickly procured, and provide insight into the

user’s experience with the product. Also, open-ended survey questions provide deeper

insight into various usability concerns.

Each type of usability assessment method has benefits and drawbacks related to ease of

conducting the study, predictive power and generalizability [27]. No single approach will

answer all questions because each approach can identify only a subset of usability problems;

therefore, it is reasonable to assert that a combination of different techniques will

complement each other [12, 26, 35–37]. To our knowledge, there has not been any study that

compares usability testing methods incorporating user participation (e.g., user testing, semi-

structured interviews, and open-ended surveys) in terms of effectiveness in detecting

usability problems in EHRs.

METHODS

Our investigation is a secondary analysis of data reported in a previous study [38], in which

we used two methods - user testing and semi-structured interviews - to identify usability

challenges faced by clinicians in finding and entering diagnoses selected from a

standardized diagnostic terminology in a dental EHR. User testing results showed that only

22 to 41% of the participants were able to complete a simple task, and no participants

completed a more complex task. We previously identified a total of 24 usability problem

areas or themes related to the interface, diagnostic terminology or clinical workflow.

In this report we re-analyze the qualitative and quantitative data collected from our previous

study, and we include the results from a usability survey that we subsequently administered

to users concerning the same task within the EHR. Our goal is to identify and compare the

frequency and type of usability problems detected by these three usability methods: user

testing, interviews and open-ended surveys. A limitation of our study design was that

subjects were not randomly assigned to participate in one of the three usability methods

(user testing, interviews or surveys). Therefore, we were not able to determine if the

characteristics of the subjects may have influenced the identification of usability problems.
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In the original study, data were collected at two different dental schools: Harvard School of

Dental Medicine (HSDM) and University of California School of Dentistry (UCSF). Each of

these sites used the same version of the axiUm EHR system and the 2011 version of the

EZCodes Dental Diagnostic Terminology [39]. Study participants were representative of

clinic providers who practice in an academic setting, namely, third and fourth year dental

students, advanced graduate educational students (residents) and attending dentists (faculty)

(Table II).

The methods for our prior work have been reported in detail previously [38]; however the

following is a brief synopsis of the methodologies used:

User Testing Method

Investigators from the University of Texas Health Science Center at Houston (UTHealth)

conducted a usability evaluation over a three day period at both HSDM and UCSF with 32

end-users. Participants performed a series of realistic tasks, which had been developed in

collaboration with dentists on the research team. During the testing, subjects were asked to

think aloud and verbalize their thoughts as they worked through two assigned scenarios. The

performance of the participants and their interaction with the system were recorded by the

tool MoraeRecorder Version 3.2 (Techsmith).

Hierarchical Task Analysis (HTA) was used to model and define an appropriate path that

users needed to follow to complete the task. Optimal time to complete the tasks was

calculated using the keystroke level model (KLM) [40] and a software tool called CogTool

[41].

Semi-structured interview method

During the same site visits at HSDM and UCSF, investigators also interviewed a

convenience sample of 36 participants (members of clinical teams) in thirty-minute sessions,

with the goal of capturing the subjects’ experiences with the axiUm EHR, specifically the

EZCodes dental terminology, workflow and interface. Interviewers used a semi-structured

interview format, i.e., asking a series of open-ended questions to prompt unbiased responses.

Overlap of participants in the user testing method and semi-structured interview method did

occur but was not tracked. It was estimated that less than 50% of subjects participated in

both user testing and interviews. The interviews were recorded, transcribed and analyzed for

themes. Identified problems were categorized and tabulated using Microsoft Excel 2010.

Survey Method

After the site visits, a survey was conducted on a sample of 35 subjects composed of third

and fourth year dental students, advanced graduate education students and the faculty at

HSDM and UCSF. Questionnaires were sent to subjects, asking them to respond to 29

statements and four open-ended questions regarding a user’s view of the dental diagnostic

terminology and its use in the EHR. Only the four open-ended questions were analyzed for

this study. The open ended questions focused on the following: 1) need to add diagnoses

missing from the terminology, 2) need to remove diagnoses from the terminology, 3) need to

re-organize diagnoses, and 4) barriers to entering diagnoses in the EHR.
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Data Organization and Analysis

Usability problems were identified when users struggled during the task, had an overt

impediment on their performance, or reported a specific problems or concerns. We

reanalyzed the collected qualitative data to identify usability problems; we then mapped

these problems to 24 overarching themes that had been pre-identified in our previous work

[38]. All problems were mapped to the previously identified themes. In this study, the 24

themes were grouped into three categories: 1) EHR user interface (10 themes), 2) diagnostic

terminology (5 themes), and 3) clinical work domain and workflow (9 themes). We

converted the data into a tabular form (Table III) in which each column was headed by a

usability method; we ordered the rows based on themes stratified within their subject

category. This process of mapping was conducted by one researcher and independently

verified by another.

We computed the percentage of usability problems identified by each of the methods. The

overlap of themes detected by each method is shown graphically in Figure 1, and the

number of the themes identified as a function of the number of users is presented in Figure

2. Data were analyzed via a computer program using the statistical software package R

(Version 2.11.1).

RESULTS

Participant demographics

The typical study participant was a male who practiced six sessions (half days) per week and

was experienced in using technology. The percentage of males vs females was slightly

higher in the survey than in user testing and the interview groups. In general, all subjects had

prior experience with computers. About 75% of subjects of the user testing and interview

groups had ample experience in using EHRs but this percentage was lower in the survey

condition (table I).

Findings—A total of 187 problems were detected by the three different methods: 54%

through user testing, 28% by interview and 18% by survey. The frequency of findings for

usability problems is presented for each method, categorized by theme and grouped by

related usability problems in Tables II and III. The user testing method identified the most

themes (83%), followed by the interview (63%) while the survey identified the fewest

number of themes (29%). Taken together, the user testing and the interview methods

identified 23 out of 24 themes. The survey uniquely identified one theme.

The user testing method identified all the themes (100%) of user interface-related problems,

80% of themes of diagnosis terminology-related problems and 67% of themes of work

domain and workflow related problems. The interview method captured 80%, 60% and

33%, respectively, while the survey method captured 30%, 40%, and 22%. The user testing

method was most effective in identifying problems, followed by the interview and the

survey methods. It should be noted that for these three methods, the user interface-related

category of themes were the most frequently cited concerns, followed by the diagnostic

terminology-related and then the work domain and the workflow related problems. As
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shown in Figure 1, the three usability-testing methods conjointly identified five out of 24

themes.

The user testing and interview methods had 12 overlapping themes, followed by user testing

and the survey method with 6 overlapping themes, while the interview and the survey had

five overlapping themes. The five common themes identified by all three methods were: 1)

Time consuming to enter a diagnosis, 2) Illogical ordering of terms, 3) Search results not

matching user expectations, 4) Missing concepts or concepts not being included, and 5)

Having limited knowledge of diagnostic term concepts and knowing how to enter them in

EHR.

As shown in Figure 2, the number of themes identified, is a proportional function of the

number of study participants, which reaches a point of diminishing returns.

DISCUSSION

Overall, a combination of multiple usability methods was superior in detecting more

problems in a dental EHR than any single approach. Given the generic nature of these

methods, it is reasonable to assume that this result will apply to any EHR or even any other

health care technology. User testing methods provided us with both quantitative and

qualitative findings, which were reflective of the systems’ effectiveness and efficiency,

whereas the semi-structured interviews and open-ended surveys provided detailed

qualitative data, the analysis of which reflected users’ perception and satisfaction, including

the ease of use. This investigation also uncovered usability themes that commonly

characterize summative problems for EHR systems in development such as time consuming

data entry [42–48], term names not being fully visible [42], and mismatch between the

user’s mental model and system design [12, 42].

User testing method

Among the broad range of usability inspection and testing methods available, user testing

with the think aloud technique is a direct method to gain deep insight into the problems

users encounter in interacting with a computer system. This method does not require users to

retrieve concepts from long-term memory or retrospectively report on their thought

processes. They provide not only the insights into usability problems, but also the causes

underlying these problems [35].

The user testing method with the think aloud technique was of high value in evaluating EHR

usability flaws. The performance of users was recorded, and we could accurately compute

how fast users completed the assignment in comparison to the time needed by an expert,

based on the keystroke-level model. This data provided a more objective assessment and is

therefore more persuasive than information obtained from the interviews and the surveys.

The user testing method was best in detecting specific, technical performance problems,

because users could report the problems they encountered as they performed tasks in real

time. This point is clearly illustrated by the theme “inconsistent naming and placement of
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user interface widgets”; 86% of findings for this theme came from user testing, while only

14% of the comments came from the interview and no comments came from the survey.

Interview and survey methods

The interview method revealed important concepts missing in the work domain that other

methods were unable to identify. For example, the system only allowed the entry of one

diagnosis to support a particular treatment. However, in dentistry multiple diagnoses are

often used to support one specific treatment. In addition, participants commented that there

was no way to indicate the state of a diagnosis, such as differential, working or definitive

diagnosis. The interview method alone provided this finding, probably because the clinical

scenarios in the user testing method were constrained to those with one definitive diagnosis.

The survey captured one theme (an additional functionality) that was not found using either

user testing or interviews. Users expected to be able to chart a diagnosis by directly

interacting with the visual representations (odontogram and perigram). Our findings suggest

the limited value on relying on open ended surveys alone to assess EHR usability. However,

in combination with user testing and interviews, surveys may help to verify reoccurring

usability problems. A development team, for example, may choose to highly prioritize

problems that are detected through multiple methods.

CONCLUSION

Although the user testing method detected more and different usability problems than the

interview and survey methods, no single method was successful at capturing all usability

problems. Therefore, a combination of different techniques that complement one another is

necessary to adequately evaluate EHRs, as well as other health information technologies.
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Highlights

• Numerous usability methods exist that can help to detect problems in EHRs

• User testing is more effective in detecting usability problems in an EHR

compared with interviews and open ended surveys

• Supplementing user testing with interviews and open ended surveys allows the

detection of additional usability problems
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Summary Table

What was already known on the topic:

• Poor usability remains a challenge for existing EHRs

• Numerous usability methods exist that can help to detect problems in EHRs

What this study added to our knowledge:

• User testing is more effective in detecting usability problems in an EHR compared with interviews
and open ended surveys

• Supplementing user testing with interviews and open ended surveys allows the detection of
additional usability problems
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Figure 1.
Overlap of usability themes for each method
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Figure 2.
Themes identified by participants
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Table I

Participant demographics

Participants: User testing
N=32

Interview
N=36

Survey
N=35

Percentage of males (%) 55 58 62

Average clinic sessions/week 6 5 7

Experienced using computer (%) 85 86 80

Experienced with the use of the EHR (%) 76 75 65
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Table III

Number of usability problems by method and theme.

User interface-related themes

Number of findings (%)

User testing Interview Survey Totals

Time consuming to enter a diagnosis 5 (14) 17 (50) 13(36) 35(19)

Illogical ordering of terms 5 (33) 5 (33) 5(34) 15 (8)

Inconsistent naming and placement of user interface widgets 12 (86) 2 (14) 0 14(8)

Search results do not match users expectations 9 (70) 2 (15) 2(15) 13(7)

Ineffective feedback to confirm diagnosis entry 7 (88) 1(12) 0 8(4)

Users unaware of important functions to help find a diagnosis 7 (100) 0 0 7(4)

Limited flexibility in user interface 3(50) 3(50) 0 6(3)

Inappropriate granularity / specificity of concepts 2 (33) 4 (67) 0 6(3)

Term names not fully visible 2 (67) 1(33) 0 3(2)

Distinction between the category name and preferred term in terminology unclear 2 (100) 0 0 2 (1)

Diagnosis terminology-related themes

Some concepts appear missing / not included 11 (55) 1(5) 8(4) 20(11)

Visibility of the numeric code for a diagnostic term 3 (60) 2 (40) 0 5(3)

Abbreviations not recognized by users 2 (67) 0 1(33) 3(2)

Users not clear about the meaning of some concepts 0 4(100) 0 4(2)

Some concepts not classified in appropriate categories / sub categories 2 (100) 0 0 2(1)

Work domain and workflow related themes

Knowledge level of diagnostic term concepts and how to enter in EHR limited 14(70) 2(10) 4(20) 20(11)

Free text option can be used circumvent structured data entry 7 (58) 5(42) 0 12(7)

Only one diagnosis can be entered for each treatment 0 2(100) 0 2 (1)

No decision support to help suggest appropriate diagnoses, or alert if inappropriate ones
are selected

2(100) 0 0 2 (1)

Synonyms not displayed 2(100) 0 0 2(1)

Diagnosis cannot be charted using the Odontogram or Periogram 0 0 1(100) 1(0)

No historical view of when a diagnosis has been added or modified 1(100) 0 0 1(0)

No way to indicate state of diagnosis (i.e differential, working or definitive) 0 3(100) 0 3(2)

Users forced to enter a diagnosis for treatments that may not require them 1 0 0 1(0)

Total: 99 (54) 54(28) 34(18) 187 (100)
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