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In the course of our daily lives, we rely on our
ability to quickly recognize visual objects de-
spite variations in the viewing angle or light-
ing conditions (1). Most of the time, this
process occurs so naturally that it is easy to
underestimate the computational challenge it
poses. In fact, as much as one third of our
cortex is involved in visual object recognition
(2). Thus far, we have not been able to create
artificial object recognition systems that can
match the performance of the human visual
system, especially when one takes into ac-
count the energetic constraints. However, un-
derstanding the principles of visual object
recognition has major implications not only
because of potential wide-ranging practical
applications but also because these principles
are likely to hold clues to how sensory sys-
tems work in general. After all, there is
a growing body of experimental and compu-
tational evidence that similar principles (3)
might be at work during visual, auditory, or
olfactory object recognition tasks. In PNAS,
Yamins et al. present an important advance
in this research direction by demonstrating
how to optimize artificial networks to match
the discrimination ability of primates when it
comes to categorizing objects (4). Impor-
tantly, optimized networks share many fea-
tures with the corresponding networks in the
brain. Thus, although the structure of neural
networks in the brain could have been largely
determined by the idiosyncrasies of the pre-
vious evolutionary trajectory, they seem to
reflect instead a unique optimal solution.
This in turn offers more support for theo-
retical and computational pursuits to find
optimal circuit organization in the brain (5).
Primate vision is supported by a number

of interconnected areas (6) that are thought
to form a hierarchy of processing stages. The
early stages, such as the primary visual cortex
(V1), contain neurons that are selective for
relatively simple image features such as edges
(7) and respond only when these features
appear at specific positions in the visual field.
Neurons at later stages can be selective for
complex combinations of visual components.

For example a contour’s curvature is an im-
portant characteristic for neurons in the in-
termediate area V4 (8). In the inferotemporal
(IT) cortex, neurons are often selective for
faces and their components (9), as well as
other objects of large biological significance
(10). The neurons from later stages of visual
processing are also often more tolerant to
changes in the position of their preferred vi-
sual features (11). The best computer vision
models have borrowed heavily from the
known properties of the primate visual sys-
tem. However, beyond edge detection and
convolution (12), it has been difficult to de-
termine unequivocally what transformations
of images the subsequent areas perform.
Theoretical and computational approaches

provide a way around this roadblock (4, 13–
15). The idea is to study artificial networks
that have been optimized to perform object
recognition tasks (Fig. 1). By following this
research direction, Yamins et al. achieve an
important milestone in our understanding of
the human visual system (4). The authors
created artificial networks capable of reaching
human performance levels in a variety of ob-
ject recognition tasks. The optimized net-
works provide substantial improvements in
object recognition tasks compared with pre-
vious studies (13). Two features of these net-
works were crucial for their success. First, the
networks were based on the so-called “con-
volutional” network modules (12), where the
number of free parameters that specify
connections within a module is reduced
by taking advantage of symmetries, such
as translation invariance, inherent to vision.
Second, modules within the larger networks
were organized hierarchically and optimized
independently, taking advantage of recent
breakthroughs in machine learning for
training complex networks (16).
The often stated argument against using

optimization principles to understand bi-
ological function is that biological solu-
tions are likely to reflect more the previous
development during evolution than the
engineering constraints imposed by energy

and requirements for conveying signals from
the environment. Further, even if biological
systems are primarily shaped by their con-
straints, there are still likely to be many
equally good solutions to a given problem.
In this case, finding any given near-optimal
solution within optimized networks using
theoretical and computational investi-
gations may yield little insight into the
organization of networks in the brain.
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Fig. 1. Sensory processing in the brain relies on a series
of nonlinear transformations coupled with pooling of
signals from previous stages (13, 15). The connections
(black lines) within such networks were optimized to
characterize natural scenes and objects present in them
(4). The optimized networks matched human performance
over a wide range of object recognition tasks (4). These
networks also proved useful in accounting for neural
responses at different stages of processing in the primate
visual system. A weighted pooling of signals (red lines rep-
resent connections optimized for a particular recording) from
second or third tier of optimized networks accounted for
the largest fraction of response variance among neurons
in the intermediate area V4 within the ventral visual
stream where object recognition is thought to take place
(4). A weighted pooling of signals from the top layer
of the model accounted for a large percentage of variance
in the responses of neurons in the inferotemporal (IT) cor-
tex, the final stage of ventral visual stream in primates.
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Remarkably, Yamins et al. demonstrate that
neither of these concerns applies to neural
circuits in the brain (4). First, they found
that the optimized networks exhibited the
same general principles of organization that
are known to exist in the visual systems.
Specifically, units from earlier processing
stages were more specific for a given position
in the visual field and selective for simpler
contour elements than units from subsequent
stages of processing. Second, the optimized
networks helped to account remarkably well
for the neural responses recorded from area
V4 and the IT cortex. A simple pooling of
signals from the top level of the optimized
network (Fig. 1) accounted, on average, for
50% of variance in the responses of IT neu-
rons to various natural stimuli. This level of
achievement is unprecedented and is com-
parable to what could only previously be
achieved in early (17, 18) and intermediate
(19, 20) stages of visual processing. Notably,
adding more layers to the optimized network
and pooling from its top layer did not always
increase the amount of explained variance
in the recorded neural responses from the
intermediate visual areas. For example, when
accounting for responses of neurons in area
V4, the best predictive power was achieved
when pooling signals from the second and
third layers, with substantially smaller perfor-
mance when pooling signals from the highest
level in the optimized network. Overall, these
results demonstrate that, although networks
in the brain are very complex, their organi-
zation can be understood by studying their
top-level function.

Despite this important progress, many
challenges remain. As the authors point

Yamins et al. achieve
an important milestone
in our understanding
of the human visual
system.
out, the principles for how images are trans-
formed from stage to stage remain unresolved
(4). The optimized networks analyzed thus
far include up to four stages of nonlinear
processing (4). The primate visual system

involves 10 or more stages. It might be
nontrivial to make current optimization
techniques work for larger and deeper
networks that begin to approximate the
number of neurons in the brain. The ironic
challenge is that as we build increasingly
more accurate models of the brain they be-
come just as difficult to analyze and interpret
as the brain itself. However, as the present
study demonstrates, important advances can
be made by bringing together findings and
ideas from machine learning and neurosci-
ence. Let us hope that further welding between
these two disciplines will help us understand
the principles of object recognition soon.
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